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Radar sensing technologies offer several advantages over other gesture input modalities, such as the ability to
reliably sense human movements, a reasonable deployment cost, insensitivity to ambient conditions such
as light, temperature, and the ability to preserve anonymity. These advantages come at the price of high
processing complexity mainly due to the spatio-temporal variations of gesture articulation performed by
different people. Deep learning methods, such as CNN-LSTM and 3D CNN-LSTM, have a high potential to
recognize radar-based gestures but usually require hundreds or thousands of labeled training samples and high
processing power. Asking a lot of people to acquire a lot of gestures is particularly tedious and tiring to the
point of being unrealistic. To overcome these challenges, we propose FORTE, a hand gesture recognition with
few samples based on an optimized CNN architecture working on pre-processed raw data. Using a k=5-fold
cross-validation, we define and compare three alternative CNNs for recognizing hand gestures acquired in a
semi-mobile context of use with a portable radar attached to a smartphone. The best CNN reaches an accuracy
of 94.96% with a precision of 95.92% and a recall of 96.03% for a dataset composed of solely 5 participants
producing 2 samples for 20 classes covering 1 pointing, 2 pantomimic, 3 iconic, and 14 semaphoric gestures. We
suggest some implications for designing radar-based gestures and we discuss the limitations of this approach.
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1 INTRODUCTION

The acquisition and the recognition of gestures for gesture-based interaction [74] usually fall
into four categories: touch input captured by surface technologies [86], motion input captured by
computer vision [54], sensor input captured by wearable devices [32], and radar input captured by
radar sensing technologies [90]. Hand gestures recognition spans the last three categories [20] with
their intrinsic limitations: computer vision, which acquires gestures from image-based devices [69],
is sensitive to ambient conditions [92], particularly lighting, limited field of view [29], transient or
permanent vision occlusion [13], and privacy concerns raised by a visible device [8, 90]. Wearable
computing, which acquires gestures from smart devices, such as smart rings [25], smartwatches [38],
or smartphones, streams raw data in real-time to track gestures, but is sensitive to noise, articulation
variation, obstrusiveness [8], and ecological validity [36].

In contrast, radar sensing [90] can be reliably operated under any light condition (e.g., under
dark, cloudy, foggy conditions), in any direction (e.g., in a reflective setup) and is privacy friendly
(e.g., a hidden radar preserves anonymity). Furthermore, radars could detect gestures below or
behind a surface [8, 9], through fabrics [42], thus raising the need to study radar interaction
in new conditions [63]. These technologies are suitable for some applications, such as people
monitoring, activity recognition [9], gesture interaction through fabrics [42] and material [78],
material recognition [24], tangible interaction [91], and virtual reality [34].

Template-based recognizers [15, 76, 77] working with pattern matching [55] could be considered
complementary to deep learning [16, 51] depending on the number and quality of samples available
for training and recognition [76]. Template-based recognizers are often praised for their ability to
become accurate with a few samples [73, 86], to eliminate retraining or remodeling when samples
are modified (e.g., for customization [68]), to benefit from efficient implementation and to allow
geometric interpretation [74]. For example, some template-based recognizers have been developed
in that spirit for 2D [52, 71, 76, 77] and 3D trajectory gestures [17, 18].

While these methods typically recognize simple gestures in particular during the prototyping
phase, they give way to deep learning recognizers as soon as the gestures become more complicated
to process and more challenging to recognize. However, deep learning recognizers usually require a
high number of samples to become accurate, need to be retrained or remodeled each time samples
are modified, imply a sophisticated implementation that requires development expertise, and no
longer allow geometric interpretation [72].

When different people are asked to produce the same gesture to train such methods, they are
quite likely to respond positively in that sense but inevitably produce different radar signals or
different articulations [57, 77] due to their human morphological and physiological variations [81].
For example, a person with a large palm area will not produce the same radar echo as a person with
a smaller, leaner hand. Since human individual differences in physiological parameters and the
expression of gesture intent can lead to individual differences [88] in radar signals when performing
the same gesture, most of the template-based recognizers employed in this context are not generic
enough to work sufficiently in user-independent scenarios. Reciprocally, two apparently distinct
gestures can lead to two very similar radar signals simply because their radar signatures, essentially
conditioned by distance and permittivity, are very similar.

While template-based recognizers turn out to be accurate in user-dependent scenarios since
they take into account only variations that are pre-recorded, they are not accurate enough in
user-independent scenarios. For example, through the improvement of algorithms including signal
preprocessing, feature extraction, and classification optimization, existing works on radar-based
gesture recognition can efficiently recognize a limited number of gesture classes in user-dependent
scenarios [67]: 65% in 4-gesture task [80], 96% in a 3-gesture task [61], 98% in a 4-hand gesture
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manipulation [93]. In particular, a recognition rate of up to 84% was obtained for 16 gesture classes
in a user-dependent scenario with 5 templates, but this performance largely deteriorates to 20% in
a user-independent scenario [66].

These limitations become less restrictive as deep learning progresses. For example, few-shot
learning [49] (i.e., when the classifier becomes operational already with few samples) promises to
reach high accuracy. Real-time retraining becomes available under certain circumstances, and its
implementation becomes easier to integrate into real applications. Furthermore, when relying on
geometric modeling [14], a graphical representation and interpretation of the recognition process
are still possible, although not as easy as in the case of template-based recognizers. In this paper,
we are pursuing the same goal as in few-shot learning, but not necessarily using this method.
Therefore, we prefer to call it “few samples” [67].

Most of the previous work on gesture recognition using radar sensing, with a few exceptions, is
characterized by the following context of use: (R;) the radar used is homemade or assembled from
electronic components [29], (Rz) the radar is stationary in a fixed position in the environment [7, 57],
(R3) the number of recognized gesture classes is limited (e.g., 5 classes in Amin et al. [6], 6 classes
in Zhang et al. [94]) while (R4) the number of samples required to recognize them is very high (e.g.,
2,000 samples in Lan et al. [39]), and (Rs) the gestures recognized are mostly (simple) directional
gestures (e.g., the 8 directional swipes in Patra et al. [59]).

To overcome these five limitations, this paper presents FORTE (Few samples fOr Recognizing hand
gesTurEs on a smartphone-attached radar), a method for hand gesture recognition with a Commer-
cially available Off-The-Shelf (COTS), smartphone-attached radar, that accurately recognizes 20
motion gesture classes, each class being populated with only 10 samples from 5 users.

To this end, the remainder of this paper is organized as follows to present its contributions.
Section 2 reviews existing works on deep learning methods used for recognizing hand gestures
with radar sensing, then examines radar-based interaction in general and in particular with a
smartphone-attached radar. Section 3 motivates the selection of the COTS, a smartphone-attached
radar, and describes a dataset of 20 motion gesture classes with only 10 templates per class (2
samples X 5 users) acquired with this radar. Section 4 defines three optimized convolutional neural
networks (CNNs) that support short-cut learning to recognize gestures from the acquired dataset.
Section 5 compares their respective cross-validation to identify the best configuration. From these
results and the experience gained with the comparison, Section 6 suggests some implications for the
design of radar-based gestures. Section 7 reflects on the limitations of this work. Finally, Section 8
concludes this paper and discusses future avenues for research in radar-based gesture recognition.

Overall, this paper follows a similar approach to [66] (see Table 1 for a comparison) but with
three complementary goals: (1) to become efficient in both user-independent and user-dependent
scenarios ([66] is only efficient in the user-dependent scenario), (2) to prove that the pipeline is
flexible enough to accommodate other algorithms than template-based recognizers when needed,
and (3) to preserve quality properties such as few samples [67]. This is why we instead consider
CNNEs.

2 RELATED WORK

This section reviews some work related to deep learning hand gesture recognition, which is
traditionally used for this purpose, then discusses radar-based interaction in general and in particular
for a smartphone-attached radar.

2.1 Hand Gesture Recognition and Deep Learning

Until now, hand gesture recognition has been a favorite topic of interest through popular COTS
devices (e.g., Intel RealSense [11], Microsoft Kinect Azure, UltraLeap Leap Motion Controller, 3D
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‘ This paper Sluyters et al. [66]

Gesture body scale (Vatavu [75]) Hand, arm, and body-level
Number of gesture types (Aigner et al. [3]) | 6 5
Dataset size 4400 samples in total 80 samples per sensor
Number of gesture classes 20 16
Number of users 22 1
Number of samples/class/user 10 5 per sensor
Size of the training set 5 users X 2 samples = 10 samples 1 user X 4 samples = 4 samples
Gesture recognition approach CNN Template-matching
Scenario User-independent User-dependent
Accuracy 94.96% 84.5%

Walabot Developer (EU/CE),
Sensor(s) Walabot Developer (EU/CE) Horn antenna,

Leap Motion Controller
Context Mobile (standing) & stationary (sitting) Stationary (sitting)
Sensor position Smartphone-attached Pedestal-attached

Table 1. Comparison between this paper and the work by Sluyters et al. [66]: this paper built a CNN obtaining
an accuracy of 94.96% in a user-independent scenario for 20 gesture classes, each class with 5 users with 2
samples each. We also provide a rich complete radar-based dataset of 20 gesture classes of 220 samples each
(22 users x 10 samples). This entire dataset was used for testing.

PMDTEC Depth-sensing camera, smartwatches [40]) and sensors such as those using Electromyo-
graphy (EMG) or Inertial Measurement Units (IMUs) [32, 47]. These devices are suitable for 3D
gesture interaction in general [20] and for many purposes [89]. Non-COTS devices and sensors are
also widely developed and considered for hand gesture recognition, such as A1L1 [44], a custom
hidden device that provides hand skeleton data without privacy concerns.

There are many robust deep learning algorithms for gesture segmentation, recognition, and
interaction [50, 71], which are regularly subjected to online and offline recognition competition [16-
18]. For example, Akl and Valaee [4] exploited Dynamic Time Warping (DTW) [54] and affinity
properties to recognize gestures based on accelerometers. Li et al. [43] recognized finger gestures
with high precision using WE-kNN algorithm. DEEPGRU (Deep Gesture Recognition Utility) [50]
is a CNN composed of a set of stacked gated recurrent units followed by two fully connected
layers and a novel global attention model to recognize human gestures and actions based on a
skeleton vector. Although it has been proven to be accurate on several datasets, it has not yet been
applied to radar-based gestures. Furthermore, DeepGAN [51] consists of a Generative Adversarial
Network (GAN) model synthesizing new gesture samples, which is particularly useful when asking
a lot of people to acquire a lot of gestures is too tedious. To train DeepGAN’s generator without
requiring a discriminator, DeepNAG [51] relies on a DTW-based differentiable loss function with
the average Hausdorff distance. The majority of algorithms used to recognize hand gestures belong
to Machine Learning (e.g., k-Nearest Neighbors, SVMs, Ensemble Learning, Decision Trees, Hidden
Markov Models, and Bayesian networks) and to Deep Learning, CNNs being the most frequent,
often combined with Long Short-Term Memory (LSTM) or SVMs.

Therefore, we will also investigate CNNs. Although deep learning algorithms demonstrated
superior accuracy compared to conventional methods when large gesture datasets are available
for training, their performance substantially decreases when data are limited, such as when the
number of samples per gesture class is reduced [41]. Instead of relying on gesture synthesis, we
will investigate CNNs to preserve the “few samples” property.
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Fig. 1. Classification of radar-based interaction according to the frequency band [56] of the radar (Bottom
image of waves and frequency ranges used by radar used with permission from Wolff [87]).

2.2 Radar-based Interaction

As many different methods recognize gestures depending on the type of radar, we classify and
explore them according to the frequency band, as defined in the IEEE 521-2019 standard [56], along
the electromagnetic continuum (Fig. 1):

e L=1-2 GHz: based on a 2 GHz radar, Viunytskyi and Totsky [80] apply bispectrum-based
processing of the signal envelope to recognize four gestures: top-down (60%), bottom-up
(60%), left-to-right (80%), and right-to-left (60%). The accuracy is low given the high frequency
and depends on indoor interference.

e S=2-4 GHz: based on a 2.4 GHz radar, Sakamoto et al. [61] exploit a CNN trained on 60-time
domain I-Q plots for three gestures: palm back and forth, palm rotating, and making a fist
(96%).

o C=4-8 GHz: based on a 5.8 GHz radar, Zhang et al. [94] rely on a CNN to classify four hand
gestures with an accuracy of 98%, a rate that can be affected by the distance and the gesture
scale.

e X=8-12 GHz: based on a 10 GHz, Ehrnsperger et al. [23] compared various recognizers, such
as a Support Vector Machine (SVM), to conclude that ML methods are more accurate but
require more computational power.

e Ku=12-18 GHz: based on a 12.8 GHz radar, Amin et al. [6] recognized five gestures (i.e.,
swipe, rotate, flip, call, and snap) from the envelopes of their micro-Doppler signatures, which
capture the distinctions among different hand movements and their corresponding positive
and negative Doppler frequencies. The best precision of 95.23% was obtained with a kNN
and the Manhattan distance.

o K=18-24 GHz: based on two 24 GHz radars, RACoN [95] recognized six gestures with
different angles between people and the radar by relying on an improved Dynamic Time
Warping (DTW) for an accuracy of 96%.

e Ka=24-40 GHz: based on three 25 Ghz radars, Lan et al. [39] recognized ten gesture classes
of 2k samples each (92%: swipe left, right, up, down, front, back, lift, tap, open, clench) based
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on a decision tree with three features: temporal and frequency signatures with magnitude
difference, phase difference, and spectra power integral.

e V=40-70 GHz: based on a 64 GHz, Patra et al. [59] tested two low-complexity classifiers,
i.e., the unsupervised Self Organized Map (SOM: 60%) and the supervised Learning Vector
Quantization (LVQ: 75%), to recognize eight swipe gestures: forward, backward, left, right,
back to front, front to back, left to right and right to left.

e W=70-110 GHz: based on a 77 Ghz radar, Du et al. [22] combined the micro-Doppler features,
the instantaneous azimuths and elevations in their 3D-CNN after removing noise by channel
and spatial attention-based feature refinement. Ten gestures are recognized with an average
accuracy of 96%: left to right, right to left, lower left to upper right, upper left to lower right,
backward, forward, left and right, double press, clench, and snap.

e F=90-140 GHz: based on a 140 GHz radar, IMEC [35] can recognize a wide range of micro
gestures by combining a CNN with a Long Short-Term Memory (LSTM).

e G=140-220 GHz: based on a 183-205 GHz delay-correlating direct sequence spread spectrum
radar, Tang et al. [70] used its de/modulation architecture to detect the position and motion
of cardboard tubes.

e ~1 THz: based on a 340 GHz terahertz radar, Wang et al. [82] wanted to achieve a good
trade-off between accuracy and latency by using a CNN to coarsely classify the six gestures
of the parent class, i.e., horizontal swipe, vertical swipe, press, zoom, slide, and circle, and
then an intention model to refine them according to their direction, e.g., left vs. right swipe.
Twelve gestures are recognized with an accuracy of 94% in 0.033 s.

The Magic Carpet [58], a Doppler radar that recognizes body gestures by signal processing, and
RADARCAT [90], a radar that recognizes physical objects and material by extracting and classifying
their signals using a random forest, is often quoted as the pioneers of radar-based interaction.
Yeo et al. [91] used radar to count, order, and identify physical objects in tangible interaction, to
track their orientation, movement, and distance between objects. GESTUREVLAD [10] is a Doppler
radar that recognizes poses of hands in real time and their variations in articulation with accuracy
(r>96%). PANTOMIME [57], a fixed feet-based radar, accurately recognizes 21 gestures acquired
by 45 participants from 3D point clouds using LSTM and Pointnet++. Wang et al. [83] recognize
2D stroke gestures, which do not require as many antennas as 3D. Short-range gestures are also
recognized using 3D CNNs with a triplet loss [30].

The GoogGLE Sot1 [45, 84] recognizes micro gestures (e.g., finger wiggle, hand tilt, check mark, or
thumb slide) in its first version and 11 gestures in its second version by combining deep convolutional
and Recurrent Neural Networks (RNN). This chip initiated several works: real-time recognition of
10 hand gestures [21], swipe gesture recognition in any direction (i.e., left, right, up, down, and
omnidirectional swipes) [29], object classification by a robot [24], recognition of five gestures on
the object using a 3D CNN and a spectrogram-based ConvNet [7], and SorLibs oN Sor1, which
identified the most distinctive features for recognizing gestures through various materials [78]. This
radar works at a frequency that is about ten times larger than the Walabot device, thus resulting in
a wavelength ten times smaller and a resolution about ten times finer than the Walabot. Although
their radar is limited in the number of antennas (7), they can be oriented towards a better lateral
resolution, which is not the case with rigid radars. In conclusion (also see the comparison table
provided in supplementary material), we made the following observations to motivate our work:

R;. There are many types of radar [67] depending on their frequency band (see Table 2 for a
non-exhaustive list of COTS radars), most of them custom [39] or assembled [29]. As the
frequency band increases, the accuracy of its associated recognition improves and the number
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Vendor Model Frequency Antennas Interface Raw Applications Price
band data
Vayyar Care \% 24Tx/22Rx  WiFi No  Fall detection $250
Walabot Developer Motion detection,
(EU/CE) C 4Tx/15Rx  USB Yes wall scanning $600
Walabot Developer Motion detection,
(US/FCC) S,C. X 4Tx/15Rx  USB Yes wall scanning $600
USB,
Novelda Xethru X4M03 C 1Tx/1Rx UART, Yes R.adar development $400
SPI, kit
12C
USB,
Xethru X4M200 C, X 1Tx/1Rx UART, No Breathing $400
USART
USB,
Xethru X4M300 C, X 1Tx/1Rx UART, No Presence $400
USART
IPM-170, IPM-365, . .
Innosent IPM-165 K 1Tx/1Rx / No Motion detection $5
INS-333X K 1Tx/IRx  UART No  Motion detection,
proximity sensing
Infineon BGT60LTR11AIP \Y% 1Tx/1Rx SPI Yes Motion detection $15
Distance2GoL Motion detection,
BGT24LTR11 K 1Tx/1Rx USB Yes proximity sensing $210
Inras RadarBook2 X, K, W 8Tx/16Rx  Ethernet  Yes Eidar development /
USB, Motion detection,
TI IWR6843ISK A% 3Tx/4Rx UART, Yes proximity sensing,  $250
12C people counting
. EVALKIT SiRad USB, Radar development
Silicon Radar Easy® r4 mm 1Tx/1Rx UART Yes kit /

R,.
Rs.

Rs.

Rs.

Table 2. Non-exhaustive list of COTS radars and their main characteristics.

of correctly recognized gesture classes increases, thus posing a challenge for low-frequency
radars.

Radars often remain stationary in the environment [7, 57], except for GOOGLE SoLr [45].
The number of gestures recognized is moderate, usually 4 to 12 (e.g., 5 in Amin et al. [6], 6 in
Zhang et al. [94], but 21 in PANTOMIME [57]).

The number of samples per class is usually very high (e.g., 2,000 [39] and 2,750 in total for 11
classes [10]) to adequately train the model, such as CNNs. None of them seems to consider
training a CNN with few samples. Few-Shot Learning (FSL) [49] allows the recognizer to
learn from a few samples as humans do, especially when these samples are expensive to
acquire. Furthermore, fewer training samples reduce the high dimensionality in the training
dataset (e.g., to two dimensions only: distance and permittivity [66]).

The most commonly recognized gestures are directional [59] along the three axes (e.g.,
horizontal left/right swipe) and their combinations (e.g., vertical up/down swipe [82]) with
some movements (e.g., snap, clench [6]).
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(a) Mobile context: with a handheld device. (b) Stationary context: with a wall-placed device.

Fig. 2. Two contexts of use for the Walabot.

2.3 Walabot-based Interaction

In our work, we selected the Walabot device in order to overcome the five aforementioned observa-
tions as follows:

R;. This device is a low-frequency COTS ultra-wideband frequency modulated continuous wave
radar (Fig. 1) that can be attached to a smartphone using a USB cable. However, the Walabot is
shipped with undetermined and unmodifiable proprietary techniques (e.g., baseband property
and digital processing), which therefore stems from an independent, replicable, and open
method for gesture recognition.

R,. This device and its last version, the Walabot 2.0, which can be paired with a smartphone
via Bluetooth and then used separately, make it suitable for both (semi)mobile (Fig. 2a) and
stationary (Fig. 2b) contexts of use.

R;. By accessing its raw data, we create a dataset of 20 gesture classes.

R4. By optimizing a CNN for learning from a few samples, two samples from 5 participants per
class will be enough.

Rs. By covering multiple categories of hand gestures [3], we will go beyond simple directional
gestures.

Furthermore, the Walabot is widely used in several domains of application, such as indoor human
sensing radar [5], human activity recognition [8, 97], human position estimation [9], television
remote control [64], ambient intelligence [79], material identification [1], and other community
applications.

Regarding hand gesture recognition with the Walabot, Zhang et al. [93] presented a CNN that
recognizes eight hand gestures with 150 samples per gesture class; Slujters et al. [66] also adopted
learning from a few samples with a template-based recognizer [71] to recognize sixteen gestures,
but their electromagnetic modeling and inversion pipeline require sophisticated processing.

3 ACAQUISITION OF A RADAR-BASED HAND GESTURE SET

A dataset of twenty different gestures (Tables 3 and 4) was designed based on data from multiple
sources: literature reviews, prior work in radar-based interaction, and gesture elicitation studies [29,
45,57, 79]. The dataset covers different categories of Aigner et al.’s taxonomy [3]: 14 semaphoric
(1-10, 13-16 in Tables 3 and 4), 3 iconic (11, 18, 19), 1 pointing (20), and 2 pantomimic gestures (12, 17).
Each gesture was performed ten times by 22 participants, resulting in a total of 20 (gestures) X 22
(participants) X 10 (repetitions) = 4,400 samples. Gestures were recorded with a custom C++ console
application, which connected to the Walabot, configured it with PROF_SENSOR_NARROW, and
captured data from 12 pairs of antennas at a rate of up to 40 slow time frames per second. The data
from each pair of antennas were truncated to keep only the first 1024 fast-time samples out of 4096,
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Gesture motion Walabot image | Name [Reference(s)] (Type)

1. Open hand [6, 22] (Dy-
namic semaphoric)

2. Close hand [6, 30] (Dy-
namic semaphoric)

3. Open, then close hand [2,
65] (Dynamic semaphoric)

X T

-t

f i)

4. Swipe right [6, 19, 22, 65,
85, 96] (Stroke semaphoric)

5. Swipe left [6, 19, 22, 85, 96]
(Stroke semaphoric)

6. Swipe up [6, 19, 85]
(Stroke semaphoric)

/ 7. Swipe down [6, 19, 85]
' (Stroke semaphoric)

8. Push with fist [/] (Dy-
namic semaphoric)

Sttt ottt

f FM'
-

9. Push with palm
[22, 46, 48, 85, 96] (Dy-
namic semaphoric)

10. Wave hand [22, 96] (Dy-
namic semaphoric)

Table 3. The 20 gesture classes in our radar-based dataset. For each gesture class, we provide an illustration of
its motion (from left to right), the corresponding Walabot signal from one antenna pair after pre-processing,
its name, a non-exhaustive list of references in which it is featured, and its classification according to Aigner
et al. [3]’s taxonomy.

4

[ELEY)
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Motion gesture

Walabot image | Name [Reference(s)] (Type)

|

2t

&8 B G B

11. Draw an infinity symbol
[/] (Dynamic iconic)

12. Barrier gesture [/] (Pan-
tomimic)

13. Extend one finger [2]
(Static semaphoric)

14. Extend two fingers [2]
(Static semaphoric)

15. Extend three fingers [2]
(Static semaphoric)

16. Extend four fingers [2]
(Static semaphoric)

17. Knock twice [46, 96]
(Pantomimic)

18. Draw a circle [19, 30, 46,
48] (Dynamic iconic)

19. Draw a Z [46] (Dynamic
iconic)

20. Touch nose with index
[60] (Pointing)

Table 4. The 20 gesture classes in our radar-based dataset (cont.).
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which divided both the file size and the maximum range by four. For each registered sample, an
output file is created. In this file, the data is organized so that each line represents one measurement.
The first column represents the elapsed time between the first and the current measurement and
the second column represents the amplitude of the measured signal. One frame consists of:

. measurements .
12 antenna pairs X 1024 ———— — = 12,288 lines (1)
antenna pairs
Dividing the number of lines by 1024 gives the number of frames per gesture. Hence, each file is

structured as follows.

Antenna pair 1 (1024 measurements)
Frame1 | ...

Antenna pair 12 (1024 measurements)

Antenna pair 1 (1024 measurements)
Framen | ...

Antenna pair 12 (1024 measurements)

Table 5. Structure of the raw data output from the Walabot.

Therefore, the first 1024 lines represent the signal measured by the first antenna in the first
frame, the next 1024 lines represent the signal measured by the second antenna in the first frame,
etc. The number of frames n is variable and depends on the length of the gesture. The measurement
provided by Walabot for each time instant is a real double precision number representing the
voltage evaluated by the internal circuit normalized in the interval [-1, 1].

The recording process of a sample was as follows: (1) the participant places both hands on their
lap, (2) the experimenter triggers the recording and asks the participant to perform the gesture,
(3) the participant performs the gesture, and (4) the experimenter stops the recording once the
participant puts their hand back on their lap. The recording tool ran on a Dell XPS 17 9700 with an
Intel i7-10875H CPU and 32GB or DDR4 RAM running Windows 10.

4 FORTE, OUR APPROACH FOR RADAR-BASED HAND GESTURE RECOGNITION
WITH FEW SAMPLES

4.1 Raw Data Pre-processing

This subsection presents the main stages of the pre-processing needed to obtain effective data
points to be used as input to our CNN. This pre-processing is performed off-line and is aimed at
transforming the raw data, which are in the time domain, into data in the frequency domain to
optimize the CNN process:

e Raw data capture (Fig. 3a): the raw data is acquired from each radar antenna according to
Section 3. The output is a JSON file that is then processed to produce the Doppler images.

o Fast Fourier Transform (Fig. 3b): the radar signal is transformed from the time domain to the
frequency domain through the Fast Fourier Transform algorithm [31], an operation required
for the next stage.

e Removal of radar source and antenna effects (Fig. 3c): the radar source and antenna effects (e.g.,
internal reflections and transmissions) and antenna-target interactions are removed [66].

e Removal of the background scene (Fig. 3c): using the superposition principle, the first frame of
a gesture is subtracted from the radar signal to remove the remaining reflections from static
reflectors, such as walls, furniture, or other objects, but also body parts (e.g., the body of the
end-user). This stage ensures appropriate feature extraction for later stages, as reflections
from other sources could be confused with the user’s hand.
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Amplitude.

(a) Raw signal in
time domain.

(d) Filtered sig- (e) Time gating (f) Cropped
nal trgnsformed of the time do- image used as
back in time do- | ... signal. input for the
main. CNN.

Phase. Phase.

(b) Raw signal (c) Background

in frequency do- subtraction

main. and  antenna
internal effects
removal.

Fig. 3. Pre-processing pipeline.

o Inverse Fast Fourier Transform (IFFT) (Fig. 3d): the filtered radar signal is transformed from
the frequency to the time domain with the Inverse FFT algorithm [31].

o Time gating and cropping (Figs. 3e, 3f): the time-domain data is truncated to keep only the
portion relevant for gesture recognition. The signal received only within a given time window
is kept to remove irrelevant information (e.g., objects that are too far from the radar). This
improves accuracy and reduces the processing time of the recognition. The image is then
cropped to 256 X 256 pixels, ready to feed the CNNs.

4.2 Design of three Convolutional Neural Networks

The pre-processing described in Section 4.1 produces 2D Doppler images, for which a ConvNet
represents the best choice for this task [7]. A first model, hereafter referred to as MODEL 1, was
developed as a CNN composed of 3 convolutional layers, each of them followed by a maximum-
pooling layer, and completed by a 2-layered Fully Connected Neural Network used as a classifier,
for a challenging subset of our dataset, consisting of 20 gesture classes with 5 participants giving
only 2 samples per class (200 samples in total). A second model, hereafter referred to as MoDEL 2,
was developed with the full dataset consisting of 20 gesture classes with 22 participants giving 10
samples (4,400 samples in total, as acquired in Section 3), for which a more complex architecture was
needed. A third model, hereafter referred to as MoDEL 3, was developed for the same full dataset,
but with one additional convolutional layer and different pooling options. These three models were
designed to explore the possibilities, compare their results and identify the configuration that yields
the best recognition accuracy. Basically, our three models involve the following layers:

e Convolutional layer: this layer computes a dot product between two matrices: the kernel,
which is the set of learnable parameters, and the other matrix, which is the restricted portion
of the receptive field. The kernel is spatially smaller than an image. During the forward pass,
the kernel slides across the height and width of the image-producing the image representation
of that receptive region. This produces a 2D representation of the image (activation map) that
gives the response of the kernel at each spatial position of the image. With convolutions, the
output size is usually smaller than the input (e.g., 5 X 5 input convoluted with 3 X 3 kernel =
4 X 4 output).
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Fig. 4. Layered structure and confusion matrix obtained for the three CNN models.
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e Some padding, i.e., the process of adding zeros to the input matrix can be added symmetrically
to maintain the same size. Another parameter is the sliding size of the kernel, defined as
stride, which denotes how many steps we are moving in each step of convolution, and by
default, it is one.

e Pooling layer: this layer reduces the spatial size of the convolved feature to decrease the
computational power required to process the data through dimensionality reduction. It is
also useful for extracting dominant features which are rotational and positional invariant,
thus maintaining the process of effectively training the model.

e Max Pooling: this layer returns the maximum value of the portion of the image covered by
the kernel. Usually, only the kernel size and stride hyperparameters can vary.

o Fully-connected layer: this layer performs the classification based on the features extracted
through the previous layers and their different filters. Although convolutional and pooling
layers tend to use Rectified Linear Unit (ReLU) functions [26], fully connected layers generally
leverage a Softmax activation function [27] to classify inputs appropriately, producing a
probability from 0 to 1.

4.2.1 MobEL 1 and MopEL 2 Structures. These CNN-based classifiers follow a standard layered
structure, i.e., a suite of convolutional layers to extract features and pooling layers to progressively
reduce the size of the data, and of fully connected layers standing at the end of the network for
the classification task. MoDEL 1 takes as input RGB radar Doppler images. The different colors are
needed to enrich the data and allow for a higher differentiation between the gestures. The image is
resized, and its input size is (256,256,3). The layered structure, along with its parameters (Table 6),
is structured (Fig. 4a) as follows:

e Input layer

e Convolutional layer 1 (Conv2D + BatchNorm + ReLU + MaxPool)

e Convolutional layer 2 (Conv2D + BatchNorm + ReLU + MaxPool)

e Convolutional layer 3 (Conv2D + BatchNorm + ReLU + MaxPool + Dropout)
e Flattening layer

e Classifier (FC1 + ReLU + Dropout + FC2 + ReLU + Output)

Batch normalization was applied to improve the robustness of training under varying hyper-
parameters [62], while two dropout layers were inserted to prevent overfitting problems, with a
uniform dropout probability picked randomly between 0 and 0.25. MODEL 2 is exactly the same as
MopkL 1 with one convolutional layer removed (Fig. 4c) to determine its impact on performance.
Table 7 shows its parameters.

4.2.2 MobEL 3 structure. Starting from the first two models, a more sophisticated architecture
was developed to try out new configurations applied to the full gesture set. This model considers
an extra convolutional layer for finer feature extraction of the radar gestures. Together with a
slightly different layering structure in terms of pooling and convolutions, the MoDEL 3, along with
its parameters (Table 8), is structured (Fig. 4e) as follows:

e Input layer

e Convolutional layer 1 (Conv2D + BatchNorm + ReLU)

e Convolutional layer 2 (Conv2D + BatchNorm + ReLU + MaxPool)
e Convolutional layer 3 (Conv2D + BatchNorm + ReLU + Dropout)
e Convolutional layer 4 (Conv2D + BatchNorm + ReLU + MaxPool)
o Flattening layer

e Classifier (FC1 + ReLU + Dropout + FC2 + ReLU + Output)
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4.3 Implementation of FORTE
This section describes the implementation of FORTE into three stages:

(1) Raw data acquisition: to access raw signal data directly from radar antennas, we used the
Walabot custom SDK and develop a C++ script to automatically record and acquire gestures
in JSON files.

(2) Pre-processing: the JSON files were then pre-processed (see Section 4.1) using MATLAB
V.2021b to obtain the input data for the CNN.

(3) Recognition: the CNN was programmed in Python V3.8, which was chosen for its wide range
of ML oriented libraries, data manipulation easiness, versatility and readability, and very rich
graphic options. In addition, the following libraries were used: Pytorch as the main framework
for the deep learning part (due to its versatility and the many implementations with optimizers
and regularizers, it was preferred over other libraries such as Keras or Tensorflow because
it represented a good compromise between usability, stability, and performance); scikit-
learn, pandas: two machine learning oriented libraries used to perform model validation and
obtaining important metrics about it; os, shutil, pickle, json: libraries necessary to manage
filenames, data, dictionaries; numpy, random: to work with arrays, data structures, generate
random numbers; matplotlib: to generate graphics and plots; and datetime, tdqm, itertools:
other utility libraries. Network training was performed on a cloud computing platform
(Google Cloud Platform) with a virtual machine instance running characterized by the
following elements: 8 N1 standard virtual CPUs; 30 GB RAM; 1 NVIDIA Tesla T4 GPU.

Layer Input size (channels, Output size (channels,  Kernel size Padding Stride Number of
height, width) height, width) (height, width) output units
Input (3, 256, 256)
Convl (3, 256, 256) (8, 130, 130) (3.3) 3 2 135,200
MaxPooll (8, 130, 130) (8, 65, 65) (2, 2) 0 2
Conv2 (8, 65, 65) (16, 34, 34) 3,3) 3 2 18,496
MaxPool2 (16, 34, 34) (16, 17, 17) (2, 2) 0 2
Conv3 (16, 17, 17) (32, 10, 10) 3,3) 3 2 3,200
MaxPool3 (32, 10, 10) (32,5, 5) 2, 2) 0 2 300
Flatten (32,5, 5) (1, 800)
Fcl (1, 800) (1, 800) 800
Fc2 (1, 800) (1, 250) 250
Output (1, 250) (1, 20) 20
Table 6. MoDEL 1 layers parameters.
Input size (channels, Output size (channels, Kernel size . . Number of
Layer Pheight,(width) I})leight, w(vidth) (height, width) '2dding Stride o ¢ units
Input (3, 256, 256)
Convl (3, 256, 256) (8, 130, 130) 3,3) 3 2 135,200
MaxPooll (8, 130, 130) (8, 65, 65) 2, 2) 0 2
Conv2 (8, 65, 65) (16, 34, 34) 3,3) 3 2 18,496
MaxPool2 (16, 34, 34) (16, 17, 17) 2, 2) 0 2
Flatten (16, 17,17) (1, 4°624)
Fel (1, 4°624) (1, 400) 800
Fc2 (1, 400) (1, 100) 250
Output (1, 100) (1, 20) 20

Table 7. MopEL 2 layers parameters.
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Layer Input size (channels, Output size (channels, Kernel size Padding Stride Number of
height, width) height, width) (height, width) output units
Input (3, 256, 256)
Convl (3, 256, 256) (16, 129, 129) (3,3) 2 2 266,256
Conv2 (16, 129, 129) (32, 66, 66) (3,3) 2 2 139,392
Maxpool2 (32, 66, 66) (32, 33,33) (2 2) 0 2
Conv3 (32, 33,33) (64, 18, 18) (3.3) 2 2 20,736
Conv4 (64, 18, 18) (128,10,10) (3,3) 2 2 12,800
MaxPool4 (128, 10, 10) (128, 5, 5) 2. 2) 0 2 3,200
Flatten (128, 5, 5 (1, 3200)
Fel (1, 3200) (1, 400) 400
Fe2 (1, 400) (1, 100) 100
Output (1, 100) (1, 20) 20

Table 8. MobDEL 3 layers parameters.

5 TRAINING AND VALIDATION
5.1 Training

While MoDEL 1, MODEL 2, and MODEL 3 were trained in separate sessions and in different moments,
they share the main characteristics in terms of optimization techniques for model training:

e No data augmentation. The application of geometrical transformations to augment the dataset
would distort the input data in an undesirable way. Each gesture radar representation is
correlated with its spatial and temporal features, therefore image operations such as stretching,
cropping, zooming, and flipping, usually employed to extend the set of images and strengthen
the training, here would generate an opposite effect. Contrarily to standard pixel signal
processed by CNNs for object recognition, image augmentation methods toward rotation,
scaling, and translation invariance are inappropriate as our radar images are captured as a
time-domain signal: any modification of the source signal implies a shift in the frequency
pattern of the gesture. For the same reason, articulation invariance cannot be ensured by
this method, as we can for 2D stroke gestures [53]. However, advanced techniques can be
used to augment data: Generative adversarial networks (GANs) could in theory generate new
images, even without requiring existing data; Neural Style Transfer (NST) could introduce in
the layered structure of our models (Fig. 4a to 4e) some new convolutional layers trained to
deconstruct the radar images and separate context from the style [33].

e Optimizers. Stochastic Gradient Descent (SGD) [12] with momentum, and ADAptive Moment
Estimation (ADAM) [37] optimizers were implemented to improve speed convergence of the
learning algorithm.

e Regularizers. Weight decay, batch normalization and dropout were applied to regularize the
model, improve its performance, and prevent overfitting situations. Early stopping was also
used to stop model training with the patience parameter to avoid overfitting.

e Loss function. As the task is a multi-class classification problem, the categorical cross-entropy
loss was used for the training, where the loss is computed between each pair of classes, and
then all the contributions are summed up.

Table 9 shows the hyperparameters used for the two training sessions of the CNNs. No automatic
tuning was performed; rather, these parameter configurations are the result of an empirical trial-
and-error process carried out during the development of the models.
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L i ight D D Batch
Model Optimizer €arming  nfomentum Weight  Dropout - Dropout Epochs Patience z}tc
Rate Decay prob.1  prob.2 size
1 SGD le-4 0.7 = 6.61e-3 9.68e-3 15 = 16
2 Adam 2e-3 - le-4 0.2 0.1945 43 4 16

Table 9. Model training hyperparameters.

5.2 Cross-Validation Results

After the training was completed, the performance of the three models was tested using a k-fold
cross-validation technique with k=5. This technique is more reliable than the holdout method,
in which the data set is separated into two sets, called the training set and the testing set (e.g.,
50%-50% in [10]). We chose k=5, which is a common value that should provide a good insight
into the performance of the model while not being too computationally intensive, as a higher
value of “k” means a more difficult validation task. The dataset is randomly divided into k folds of
approximately equal size. The first fold is kept for testing and the model is trained on the other
k—1 folds. The process is repeated k times, and each time different folds or a different group of data
points are used for validation. Using this validation technique, it was possible to test the strength
of the models and reduce the variability in the dataset, thus obtaining a better estimate of the
classification performances. The evaluation metrics used in the assessment of the models are the
following and are to be intended as the average values over the 5 folds: classification accuracy,
precision, recall, and confusion matrix over the 20 gestures. Table 10 shows the results obtained
for each model in the aforementioned metrics, while Figs. 4b, 4d, and 4f reproduce the confusion
matrices obtained for each model. These results suggest the following comments:

Model Classification Accuracy Precision Recall

1 0.9496 0.9592 0.9603
2 0.9460 0.9416 0.9427
3 0.8813 0.8881 0.8760

Table 10. Cross-validation results.

e MobEL 1 achieved the best results for all evaluation metrics in this cross-validation. Although
MopEL 1 was trained with much fewer participants than MoDEL 2 and MoDEL 3 (5 vs. 22),
less variability in gesture articulation and the reduced number of model parameters could
explain the higher accuracy, suggesting that learning with a few samples is supported by
simpler, more regularized models. This configuration supports this learning to some extent,
as a few samples are used to train the classifier. In comparison, Zhang et al. [93] obtained an
excellent average accuracy of 98.96%, but only for 8 simple gestures and with 120 samples as
opposed to 20 various gestures with only 5 samples. FORTE even outperforms the average
accuracy of 84.5% obtained by Sluyters et al. [66], for 16 gestures with 5 samples.

e MopEL 1 and MoDEL 2 obtained approximately identical results. The difference in architecture
is imperceptible; therefore, a lower number of convoluted layers could be preferred for
computational reasons.

e Results in the 5 folds were substantially the same, even though only the average scores are
reported. This suggests a well-balanced dataset whose pre-processing is adequate to benefit
from the CNN potential.

e The lower classification results are obtained for some particular gesture classes, such as Extend
one finger, Extend two fingers, Extend three fingers, Extend four fingers. This behavior, which
occurs for all models, shows how similar classes are more difficult to recognize, possibly
because of the low resolution of the signal.
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6 DISCUSSION AND IMPLICATIONS FOR DESIGN

Based on our results, we discuss and suggest some implications for designing hand gesture interac-
tion with radars, keeping in mind that the study represents an instance of the general problem.

Maximize the surface exposure of gestures. The gestures that are best recognized and differentiated
from each other are those that are distinguished by sufficiently different surface exposures. For
example, the gestures “Extend one finger”, “Extend two fingers”, “Extend three fingers”, etc. (Table 4)
vary very little in terms of exposure surface and are therefore complicated to distinguish for a radar.
On the contrary, gestures that significantly differ in terms of surface exposure, either at a given
moment or over time, are those that are best recognized. For example, the gestures “Push with fist”
and “Push with palm” (Table 3) performed with the flat hand or with the wrist, respectively, are

well differentiated.

Keep the radar-hand distance short. The accuracy of radar-based hand gestures is better at short
distances (e.g., from 1 foot~30 cm to 4 feet~122 cm) than at long distances (e.g., from 3 feet~91 cm to
7 feet~213 cm). Our study investigated the Walabot operating between 3 and 10 GHz (represented
in green in Fig. 1), which represents a low, and therefore challenging, frequency band. For this
reason, gestures were acquired and accurately tested at short distances.

Keep the radar-hand angle and elevation short. The radar’s range resolution is usually better
than the angular resolution, which means that gestures in front of the radar are often recognized
more accurately than gestures performed close to the border of its cone, such as with extreme
elevations and extreme angles. For example, directional gestures are appropriately recognized as
long as they are kept within the angle and elevation limits. More particularly, directional gestures,
such as swipes, are well recognized if they do not extend too much either vertically or horizontally.
Similarly, other gestures involving a significant motion should preserve the motion envelope with
a range vertically and horizontally. For example, the “Wave hand” gesture (10 in Table 3) should
not exceed the maximum angles and elevations.

Keep familiar gestures first. Familiar gestures and frequently produced gestures were issued more
consistently than unfamiliar, unusual ones. For example, the “Barrier” gesture, which became a
frequent gesture during the pandemic, is consistently issued by participants. The “Draw an infinity
symbol” (11 in Table 4) is considered less familiar than the “Draw a Z” gesture (19 in Table 4).

7 LIMITATIONS

This section discusses some limitations that are intrinsic to the setup used throughout our study.

Only one Walabot at a short distance. The frequency band of the Walabot used in this study
represents a narrow range that could easily represent a serious challenge due to its low resolution.
Although the pre-processing defined in Section 4.1 is independent of any radar and thus should
accommodate other versions of this radar or radars with a higher frequency band with minor
changes, our study is limited to only one Walabot at a short distance. Testing the same 20 gestures
at a long distance, perhaps with two or more radars, has not been achieved. When two radars are
used instead of one, the accuracy also improves as already noticed [59].

Only a limited set of participants. While the entire data set comprises 10 samples from 22 par-
ticipants, MoDEL 1 obtained the best results with only 5 participants producing 2 samples. This
obviously represents an advantage but does not considers a large set of participants. Participants
may vary [81] in terms of hand dominance, hand dexterity, gesture articulation, hand palm surface,
finger mobility, and arm size. These variations could influence the recognition process. While
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acquiring a set covering all articulation variations is probably utopian, even if they are known
theoretically (by formulas) and/or empirically (e.g., the range of the human palm surface is known),
it is still worth testing to what extent the model is resistant to some of these variations and to what
extent these variations might disturb the recognition of which gestures. In particular, gestures per-
formed by right-handed participants are not equal to symmetric gestures performed by left-handed
participants. New gestures are needed.

Only convolutional neural networks. Although CNNs were reported to be the most widely adopted
deep learning method and although we compared three of them, no other DL method was investi-
gated for external comparison. For example, Avrahami et al. [8, 9] compared different methods,
ranging from classical ones to more modern ones to identify which method is the most suitable for
radar-based gestures.

Only one cross-validation method. Although the same k-fold cross-validation method was con-
sistently used to test and compare all models, only one value k=5 was used (other values such as
k=10 could be considered additionally) and one method type was used. Other methods [28] could
examine to what extent different methods would produce similar results. For example, Berenguer
et al. [10] compared their models using the holdout method [28], but also with cross-session valida-
tion beyond cross-user validation and using split testing, perhaps with different distributions (e.g.,
80%-20%, 70%-30%, and their symmetric distributions).

No incorporation into a real-world application. The validation was carried out offline: the pre-
processing was performed once and for all and the test was also performed computationally, without
incorporating gesture recognition MoDEL 1 into a real-world interactive application, running in
real-time in a real context of use. This limitation represents for us the best opportunity for future
work in order to compare the computation testing with respect to gesture recognition in a real-world
application.

Loss of customization. Template-based recognizers are often praised for their ease of training,
testing, and implementation. They also intrinsically support gesture personalization in a straight-
forward way: modifying the dataset (e.g., by adding a new template to an existing gesture class or
by replacing an existing gesture class with a personal one) does not change the algorithm and its
implementation. In this paper, lost this ability to customize since the model needs to be re-trained
after each modification to the data set [86].

8 CONCLUSION AND FUTURE WORK

To overcome the five limitations mentioned in Sections 1 and 2.2, this paper addressed the problem
of radar-based hand gesture recognition as follows: with a COTS smartphone-attached radar (R;)
that can be used in both (semi-)mobile and stationary contexts of use (R;); a definition and a
comparison of three optimized CNNs based on pre-processed radar signals on a significant dataset
of 20 (R3) challenging motion gesture classes (R5). Among the three CNNs, MODEL 1 gives the best
average accuracy of 94.96% with a precision of 95.92% and a recall of 96.03% on the 20 gesture
classes with solely 5 participants producing 2 samples (Rs), which is “few samples”.

In future work, we plan to address the last aforementioned limitation, i.e., to incorporate the
best CNN into a real-world interactive application in a real-world context of use. For this purpose,
we are envisioning an application for scheduling a meeting with somebody, either in front of
the person (as in the mobile context represented in Fig. 2a) or behind the office door of this
person (as in the stationary context represented in Fig. 2b). In this way, we could compare gesture
recognition as computationally tested in this article with gesture recognition operated “in situ”. The
environmental conditions could then be imposed on the first scenario by altering the distance and
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lighting conditions and on the second scenario by tolerating different door materials (e.g., wood,
glass, and PVC) to test radar-based interaction through materials. Since FORTE was developed with
different programming and scripting languages for off-line pre-processing and recognition (see
Section 4.3), we are working towards developing a fully integrated FORTE version in C++ to enable
nearly real-time pre-processing and recognition, which is feasible at first glance.
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