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Microwave radar sensors in human-computer interactions have several advantages compared to wearable and image-based sensors,
such as privacy preservation, high reliability regardless of the ambient and lighting conditions, and larger field of view. However, the
raw signals produced by such radars are high-dimension and relatively complex to interpret. Advanced data processing, including
machine learning techniques, is therefore necessary for gesture recognition. While these approaches can reach high gesture recognition
accuracy, using artificial neural networks requires a significant amount of gesture templates for training and calibration is radar-specific.
To address these challenges, we present a novel data processing pipeline for hand gesture recognition that combines advanced full-wave
electromagnetic modelling (EM) and inversion with machine learning. In particular, the physical model accounts for the radar source,
radar antennas, radar-target interactions and target itself, i.e., the hand in our case. To make EM processing feasible, the hand is
emulated by an equivalent infinite planar reflector, for which analytical Green’s functions exist. The hand, located at a specific distance
from the radar, is therefore characterized by an apparent dielectric permittivity. This apparent permittivity depends on the hand only
(e.g., size, electric properties, orientation) and, together with the distance, determines wave reflection amplitude. Through full-wave
inversion of the radar data, the physical distance as well as this apparent permittivity are retrieved, thereby reducing by several
orders of magnitude the dimension of the radar dataset, while keeping the essential information. Finally, the estimated distance and
apparent permittivity as a function of gesture time are used to train the machine learning algorithm for gesture recognition. This
physically-based dimension reduction enables the use of simple gesture recognition algorithms, such as template-matching recognizers,
that can be trained in real time and provide competitive accuracy with only a few samples. We evaluate significant stages of our
pipeline on a dataset of 16 gesture classes, with 5 templates per class, recorded with the Walabot, a lightweight, off-the-shelf array
radar. We also compare these results with an ultra wideband radar made of a single horn antenna and lightweight vector network

analyzer, and a Leap Motion Controller.
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1 INTRODUCTION

3D gesture-based User Interfaces (UIs) [32], which promise a natural and intuitive interaction [25], typically rely on
motion inputs [39] recognized by computer vision or sensor inputs captured by wearable devices [24]. More specifically
for hand gesture recognition (see [15] for a survey), computer vision acquires raw data from non-wearable, image-based
devices like Ultraleap Leap Motion Controller (LMC), Intel RealSense, Microsoft Kinect Azure, or Duo3D, to accurately
model and recognize hand gestures [18]. Consequently, they may suffer from problems inherent to image-based
processing [8, 9, 22, 52, 54]: sensitivity to ambient conditions, particularly lighting, limited field of view, transient or
permanent vision occlusion, and privacy concerns raised by a visible device observing the end user. On the other hand,
wearable devices, such as smart rings [20], smartwatches, armbands, or mobile devices featuring Inertial Measuring
Units (IMUs, i.e., groups of sensors, such as accelerometers, gyroscopes, and magnetometers [3, 37]) are able to stream
raw data in real-time to track gestures. Although these devices offer high precision in data streaming, they do not all
include self-calibration (e.g., the Thalmic Myo armband requires muscular calibration on the end user’s forearm) and
are considered obstrusive [8], artificial, less ecologically valid, and more intrusive.

Radar sensing technologies [52] recently appeared as an alternative to these techniques as they do not suffer from
the aforementioned limitations while maintaining acceptable accuracy. They have been successfully applied in various
domains such as virtual reality [26], activity recognition [8, 9], material recognition [19, 52], and tangible interaction [53].
Prior works on gesture recognition using radar sensing, such as [7, 9, 22, 40], typically rely on a fixed, custom radar
which is hard to reproduce, and sophisticated Machine Learning (ML) or Deep Learning (DL) algorithms to cope with
the high dimensionality of radar signals. These works have not yet been transposed to mobile, off-the-shelf radars.
For instance, the Walabot device, while being commercially available and deployable in various mobile and stationary
contexts of use, induces a new series of constraints imposed by its limited amount of antennas, its small size, and its
relatively narrow bandwidth, thus making hand gesture recognition with this device an unsolved problem. An exception
is perhaps the Google Soli chip [36], which has been integrated into a smartphone for recognizing various classes of
gestures: it is therefore mobile and available. In any case, the high dimensionality of radar signals, sometimes with
sparsity [34], remains an open problem that could significantly impact gesture recognition [46].

To address the aforementioned limitations and challenges, this paper presents a novel software pipeline composed
of eight stages for hand gesture recognition with the goal of dimension reduction [45] by full-wave electromagnetic
modeling and inversion: the high-dimensional format of radar signals is transformed into a bi-dimensional space made
up of only two physically-meaningful features: the distance between the end-user and the radar and the apparent
permittivity [14], denoted by €, a quantity that determines polarizability of a dielectric material (for example, a material
with high permittivity polarizes more under an electric field than a material with low permittivity). This dimension
reduction allows the use of simpler yet more efficient gesture recognizers, such as template-matching [13] gesture
recognizers, such as Jacknife [44], which support adding new gestures in real-time with a few training templates, thus
enabling users to create their own gesture sets and introduce user-defined gesture sets [21].

The remainder of this paper is organized as follows. Section 2 reviews briefly existing works on hand gesture
recognition and more extensively on radar sensing for hand gesture interaction in Human-Computer Interaction (HCI).
It also describes the specifications of the Walabot, the mobile off-the-shelf radar used in this paper, and justifies its usage.
Section 3 then describes the first contribution: our novel software pipeline for hand gesture recognition for dimension
reduction into distance and apparent permittivity by applying two major techniques: full-wave electromagnetic modeling

and inversion. Section 4 explains and justifies the second contribution: our dataset with 16 gesture classes and only 5
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templates per class, as well as its recording procedure executed simultaneously with the Walabot (our target device), a
horn (a custom-built radar with a single antenna as a comparison point in radar sensing), and an LMC (as a comparison
point for hand gesture recognition outside the area of radar sensing). Section 5 evaluates the significant stages of our
pipeline on the acquired dataset in terms of recognition rate, execution time, and vector size of input signals, and
compares these results with those obtained for the horn and the LMC. Section 6 discusses the results of our evaluation
and their implications for the design of hand gesture recognition systems based on off-the-shelf radars. These insights
form our third contribution. Section 7 reflects on the limitations of this work and discusses how to address them. Finally,

Section 8 concludes this paper and discusses future avenues for research in radar gesture recognition.

2 RELATED WORK

This section reviews existing work related to hand gesture recognition, first in general with or without any wearable
device (Section 2.1), then with a focus on radar sensing in HCI (Section 2.2). Finally, Section 2.3 describes the specifications

of the Walabot device, the mobile off-the-shelf radar used in this paper, and justifies its usage.

2.1 Hand Gesture Recognition

For several years, many vision-based sensors have become available at affordable prices, such as Intel RealSense camera,
Microsoft Kinect Azure, or UltraLeap Leap Motion Controller (LMC). The latter two have been particularly popular in
the literature, with many applications deployed in research and development. The LMC, a cheap off-the-shelf sensor
(~100$) that can be plugged via USB into a computer, is now recognized as a robust and precise device for hand
tracking [49], particularly with Deterministic Learning [55]. It is suitable for 3D mid-air gesture interaction (see [15]
for a survey on 3D gesture interaction, [28] for a survey in mid-air interaction, and [51] for a systematic literature
review on hand gesture recognition) as it tracks two hands and their ten fingers [17], including the palm vector and
hand radius. This sensor is comprised of two cameras and three infrared (IR) LEDs. The interaction space is 0.6 m (1.97
ft) wide by 0.6 m long by 0.6 m deep, resulting in an 0.22 m? (7.76 ft>) volumetric space in the shape of an inverted
pyramid above the sensor. The LMC, as well as other devices belonging to the same family, is subject to several factors:
sensitivity to ambient conditions, particularly lighting [54] (e.g., the LMC should not be operated in a bright or reflective
environment), limited field of view [22] (e.g., a clear view should be maintained between the LMC and the end-user),
vision perturbation [12] (e.g., any occlusion, even temporary, may affect signal processing and imply some recalibration),
and privacy concerns [8] (e.g., a device visible to the end-user may raise concerns related to trust, security, privacy, and
social acceptance as the end-user fears to experience some trouble with the device in front of others).

Other types of sensors that aim at solving (some of) these issues are being developed, such as Li et al.’s Aili [35], a
custom device that provides hand skeleton data without the privacy concerns of vision-based sensors. The device acts as
a table lamp and features 288 LEDs hidden in its lampshade. The 16 photodiodes placed in its base can determine which
LEDs are obstructed by the hand. This information is then used to reconstruct a hand skeleton with reasonable accuracy.
In addition, sensors such as utilizing Electromyography (EMG) or Inertial Measurement Units (IMUs) have also been
used for gesture recognition [24, 37]. Although wearable devices should be worn and, as such, always induce some
intrusive character that could be accepted or rejected, robust algorithms exist for gesture segmentation, recognition,
and interaction [38, 44]. For example, Akl et al. [3] relied on Dynamic Time Warping (DTW) [39] and affinity properties
to recognize gestures based on accelerometers. Laput and Harisson [31] used accelerometer and bio-acoustic data from
an off-the-shelf smartwatch to recognize a set of 25 hand activities. Desmedt et al. [18] used a depth and skeletal model

in their gesture dataset. Li et al. [33] recognized finger gestures with high precision using WE-kNN algorithm. 3D
3
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gesture recognition have been made invariant to space and rotation [5] to become insensitive to variations of gesture
articulations performed in space. Such 3D gestures have been also incorporated in some design tools, such as MagGic

V1.0 [6] and MAGIc V2.0 [27], and development environments, such as CODESPACE [11].

2.2 Radar-based Interaction

In principle, radar sensing techniques allow interaction without any wearable and visible device since a radar can be
operated below a surface such as a desk [8], behind a wall, and behind different materials without significantly affecting
the recognition [40] (e.g., wallpaper, cardboard, and wood benefit from relatively low permittivity). Radars are also
insensitive to weather and lighting conditions [54].

The history of radar-based interaction starts with the Magic Carpet [41], a Doppler radar used for sensing coarse 3D
body motions to be recognized by signal processing techniques. Since then, radar-based interaction has become an
increasingly popular research topic. For example, RadarCat [52] recognizes physical objects and material placed on top
of the sensor in real-time by extracting signals from a radar and classifying them using a random forest classifier. In their
study, 26 materials, 16 transparent materials, and 10 body parts from 6 participants were accurately recognized. This
shows the real potential of permittivity, since different materials used in this study, with various physical properties such
as thickness, were properly recognized. Transparent materials offer in general an excellent, i.e., low, permittivity that
does not alter recognition. Yeo et al. [53] used a radar in the context of tangible interaction for counting, ordering, and
identifying objects involved in a tangible setup, for tracking their orientation, movement, and between-object distance,
three variables that were originally captured by infra-red [43]. Beyond object and material detection and classification,
radars are starting to be widely used in several domains of application, such as indoor human sensing with commodity
radar [4], human activity recognition [8], human position estimation [9], motion detection and classification [40].

GestureVLAD [10] is a framework for gesture recognition with Doppler radar which supports slight variations in
gesture execution while accurately differentiating between gesture classes and is fast enough for real-time recognition.
Pantomime [40] mount a fixed feet-based radar with a high-frequency i.e., 76-81 GHz equipped with a 4 GHz continuous
bandwidth and composed of 4 receiving antennas and 3 transmitting antennas. Deep learning, i.e., LSTM and Pointnet++,
is used to accurately recognize 21 gestures acquired by 45 participants from 3D point clouds obtained from the radar.
This radar works at a frequency that is about ten times larger than the Walabot device, thus resulting in a wavelength
ten times smaller and a resolution about ten times finer than the Walabot. Although their radar is limited in the number
of antennas (7), they can be oriented towards a better lateral resolution, which is not the case with rigid radars, such as
the Walabot. Similarly, Wang et al. [47] require only two antennas in their radar to recognize 2D stroke gestures: their
low-dimensionality, as opposed to 3D gestures, do not require more antennas. Short-range radar-based gestures could
also be recognized using 3D convolutional neural networks (CNNs) with a triplet loss [23].

Most existing works exploit a custom radar built with specific, on-purpose features, a system that is hard to reproduce
and to reuse unless one benefits from extensive experience in electronics, radar sensing, and antenna management,
thus presenting a barrier to direct adoption in mainstream radar-based interaction. In contrast, the Google Soli [36, 48],
one of the few off-the-shelf available radar sensors specifically designed for interactive applications, initially tracks
micro gestures, such as finger wiggle, hand tilt, check mark, or thumb slide. It has then been expanded to gesture
recognition by combining deep convolutional and Recurrent Neural Networks (RNN) on a dataset of 11 gesture classes
with a high-frequency (60 GHz), short-range radar-based sensing. More recently, Choi et al. [16] proposed a gesture
recognition system for the Google Soli able to detect and recognize a set of 10 hand gestures in real-time. In principle,

the Google Soli could be embedded in any mobile device, such as a smartwatch or a smartphone, or in any physical
4
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Fig. 1. The Walabot Developer: device, antenna array, antenna IDs, and antenna pairs IDs used in profiles 1 and 2.

USB 2.0 interface

object. For instance, Flintoff et al. [19] integrated Soli into a two-fingered robot hand for object classification. Hayashi et
al. developed RadarNet, an algorithm optimized for efficiently recognizing five gesture classes (i.e., left/right/up/down
swipe and an omnidirectional swipe) on computationally constrained battery-powered devices. Attygale et al. [7] also
exploited a Google Soli sensor via a three-dimensional convolutional neural network (Conv3D) and a spectrogram-based
ConvNet to recognize on-object gestures (e.g., 94% for a five-gesture set). Unlike embedding a radar in any object [53],
an external radar enables any physical object to be tracked. Finally, Ren et al. [42] explored the possibility of combining
radar gesture sensing and wireless communication on a smartphone equipped with an 802.11ad 60GHz WiFi chipset,
thus avoiding the need for a dedicated radar sensor for gesture recognition. Despite the sub-optimal positioning of the
WiFi antennas for gesture sensing, their system achieved high accuracy on a dataset of five gestures.

Radar-based datasets, such as [2, 40], start to be built but remain rarely publicly accessible. When they are, their size

is in the order of several GigaBytes, which makes them challenging to process.
2.3 Walabot-based Interaction

The Walabot Developer consists of a compact off-the-shelf ultra-wideband (UWB) frequency-modulated continuous-
wave (FMCW) radar. Its dimensions are 144 mmx85 mmx18 mm (5.67 in.X3.35 in.x0.71 in.). This device could be coupled
to a smartphone, a tablet, or a computer via a single USB cable, which makes it appropriate for both (semi-)mobile and
stationary contexts of use. It exists in two versions: a US/FCC version operating in the 3.3-10 GHz frequency range and
an EU/CE version operating over the narrower 6.3-8 GHz range. The latter is thus the most restrictive and challenging
for gesture recognition. We will therefore use this version in the rest of this paper. The Walabot Developer consists of
an array of 18 antennas, including four used as transmitters (depicted in orange in Fig. 1), the rest being only receivers
(depicted in green in Fig. 1). Depending on the configuration, it senses motion data with up to 40 pairs of antennas. The
Walabot SDK provides two different profiles for distant scanning, which define the set of antenna pairs (right part of

Fig. 1), the number of fast-time samples per frame, and the frame rate:

o Profile 1 (PROF_SENSOR): 40 antenna pairs, 8192 fast-time samples/frame, approximately 20 frames/s
o Profile 2 (PROF_SENSOR_NARROW): 12 antenna pairs, 4096 fast-time samples/frame, approximately 41 frames/s

We selected the Walabot as it has been proved effective and efficient in various domains of applications, including

material identification [1] and activity recognition [8, 58]. For example, Avrahami et al. [8] are able to recognize human
5
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Fig. 2. The radar data processing pipeline. The recognition results of the best performing configurations are displayed for four
significant stages of the pipeline: a (Fig. 8a, 9a, 10a, 11a), b (Fig. 8b, 9b, 10b, 11b), ¢ (Fig. 8¢, 9¢, 10c, 11c), and d (Fig. 8d, 9d, 10d, 11d).

activities in a checkout counter of a convenience store and a typical office desk using a Walabot Pro sensor, the RF-radar
version with 18 antennas that is capable of constructing a 3D image from the reflected radio waves. This sensor is
deployed under the work surface and when the subject performs pre-defined activities, data is captured in the form
of RF samples. Despite its apparent benefits, such as its low price ((~200$)), off-the-shelf availability, and small size,
we are only aware of one paper using it for hand gesture recognition [56]. In this paper, Zhang et al. propose a deep
neural network for continuous gesture recognition and evaluate it on a dataset of eight hand gestures (with 150 samples
per gesture class) performed very close to the radar. The network is trained with 120 samples per gesture while the
30 remaining samples are used for testing. Thanks to the deep learning architecture and a large number of training

templates, they reach a high accuracy at the price of a large number of templates for a limited set of gesture classes.

3 A NEW RADAR DATA PROCESSING PIPELINE FOR GESTURE RECOGNITION

We present a new radar data processing pipeline for hand gesture recognition that reduces the high dimensionality of
raw radar data to only two physically meaningful features which are also independent of the radar itself. The pipeline

is composed of eight stages, according to a principle-based approach, as follows (Fig. 2):

(1) Raw data capture. Raw data is captured from each radar antenna (Fig. 3a). Depending on the type of radar, the
data may be in the time or frequency domain. For instance, the Walabot provides data in the time domain.

(2) Fast Fourier Transform. The radar signal is transformed from the time- to the frequency-domain if raw data
are acquired in the time domain. This operation is required for the next stage, which must be performed in the
frequency domain.

(3) Removal of radar source and antenna effects. The radar equation [29, 30] is applied to the raw frequency-
domain signal to remove the radar source and antenna effects (e.g., internal reflections and transmissions) and
antenna-target interactions (Fig. 3b). By filtering out parasitic reflections, this stage enables the user’s reflections
to stand out from the rest of the signal. In addition, the radar data become normalized (Green’s function) and
thereby independent of the radar itself.

(4) Removal of the background scene. Using the superposition principle, the first frame of a gesture is subtracted

from the radar signal to remove the remaining reflections from static reflectors, such as walls, furniture, or other
6
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Fig. 3. Intermediate results of the processing of the “push with palm” gesture recorded with antenna pair 3 of the Walabot.

objects (Fig. 3c). This stage is required to ensure accurate feature extraction in the inversion stage, as reflections

from other (static) objects could be confused with the user’s hand.

(5) Inverse Fast Fourier Transform. The filtered radar signal is transformed from the frequency to the time

domain to simplify the computations in the next stages.

(6) Time gating. The time-domain data is truncated to only keep the portion of the signal that is relevant for

gesture recognition (Fig. 3d). Here, only the signal received within a given time window is kept. This removes

useless information, such as objects that are too far away from the radar, thus improving accuracy and reducing

the processing time of the next stages.

(7) Inversion. Two physically meaningful features are extracted from the filtered time-domain radar data by
performing data inversion [30] (Fig. 3e). The first feature, the hand-radar distance, provides information about
the hand trajectory. The second feature, the effective permittivity of the medium defined by the hand gives
insights into the configuration of the hand (e.g., whether the palm is facing towards the radar). The drastic data

reduction enables the use of simple template-matching algorithms for gesture recognition. Reduced data from

multiple antennas can be combined to improve recognition accuracy with a limited impact on recognition time.
(8) Filtering. A moving-average filter with a window of length 5 is applied to smoothen the variations due to
potential errors in the inversion process (Fig. 3f). In the absence of filtering, abrupt changes in estimated

distance and/or permittivity value could negatively impact the accuracy of gesture recognizers. This step is in

particular necessary for scenes for which the signal to noise ratio is poor (mainly depending on hand distance

and orientation).

Fig. 3 shows the signal of the “push with palm” gesture recorded by one antenna pair of the Walabot throughout the

main stages of the pipeline. Practitioners could benefit from using only part of the pipeline since it is flexible to use

depending on constraints imposed by the target usage context. For instance, they could choose to use output data from

7
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the FFT, background subtraction, inversion, or filtering stages. Fig. 2 provides, for stages 2, 4, 7, and 8 of the pipeline, the
best recognition rate obtained in our evaluation (Section 5), as well as the corresponding execution time and average
gesture size. The latter corresponds to the estimated space occupied by a gesture in RAM memory and depends on the
duration of the gesture (80 frames in our setup), the number of selected antenna pairs, and the amount of data returned

by the processing stage (e.g., stages 7 and 8 return two 64-bit floating-point numbers for each antenna pair).

4 HAND GESTURE DATASETS

Prior to acquiring any dataset, we built a custom radar called the “horn” (Fig. 5, bottom right), equipped with an
antenna system consisting of a linearly polarized, double-ridged broadband horn antenna (BBHA 9120 A, Schwarzbeck
Mess-Elektronik, Germany). The antenna dimensions are 22 cm (8.66 in.) long and 14x24 cm? (5.51x9.45 in.%) aperture
area. The antenna nominal frequency range is 0.8 to 5 GHz, and its isotropic gain ranges from 6 to 18 dBi. The high
directivity of the antenna (45° 3 dB beamwidth in the E-plane and 30° in the H-plane at 1 GHz) makes it suitable for our

application to gesture recognition.

LS

a) Open hand. (b) Close hand. (c) Open, then close hand. (d) Swipe right.

(e) Swipe left. (f) Swipe up. (h) Push with fist.

(i) Push with palm. (j) Wave hand. (k) Draw infinity. (I) Barrier gesture.

(m) Extend one finger. (n) Extend two fingers. (o) Extend three fingers. (p) Extend four fingers.

Fig. 4. The hand gesture set used in our study.
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Fig. 5. Setup used for acquiring the hand gesture datasets.

Sixteen frequent gestures (Fig. 4) were determined by consolidating results obtained in [22, 36, 40] and in a gesture
elicitation study [50] conducted with 30 participants (13 female, 17 male), aged between 18 and 58 years old, M=27.4,
SD=12.6. Their occupations included language studies, computer science studies, engineering studies, journalism, law,
and teaching. Consequently, a dataset of 16 gesture classes was recorded using three different sensors simultaneously
to align their corresponding data (see Fig. 5 for the setup): the Walabot, the horn, and a Leap Motion Controller (LMC).
Two versions of the dataset were recorded: (1) the “Walabot dataset”, which consists of gestures recorded simultaneously
with the Walabot and the LMC, and (2) the “Horn dataset” which consists of gestures recorded simultaneously with the
horn antenna and the LMC. The use of an LMC and a horn antenna serves as a reference point for the performance of
the Walabot. Five samples were acquired for each gesture from one right-handed user (male, 55 years old, without any

prior experience with radar gestures). Although similar, the recording procedure slightly differs for both datasets:

(1) Walabot dataset. For each gesture, the time-domain radar data from six of the twelve antenna pairs are recorded
in a file. 80 slow-time samples (i.e., frames) are recorded per gesture at a rate of about 20 frames per second. The
data is truncated to keep only the first 1024 fast-time samples out of 4096. This drastically reduces file size but
also divides the maximum range by four. Simultaneously, data from the LMC is recorded using a custom tool!.

(2) Horn dataset. For each gesture, the frequency-domain data from the horn antenna is recorded in a file at a
rate of about 10 frames per second. Contrary to the Walabot dataset, the recording is stopped immediately
after a gesture is completed, resulting in a variable number of frames per gesture. The LMC data are recorded

simultaneously using our custom recorder.

5 EVALUATION

After describing the general procedure for evaluation, we present the main results on the Horn and Walabot datasets.

5.1 General Procedure

All studies detailed in the rest of this section follow the same overall testing procedure. The recognition rate (i.e., the ratio
of correctly recognized gestures divided by the number of trials) and the execution time (i.e., the time for recognizing the

class of a candidate gesture) are computed for each combination of the studied variables (e.g., the number of training

I The code of the recorder is available on GitHub at https://github.com/sluyters/LeapGesturePlayback.
9
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Fig. 6. The accuracy of Jackknife with respect to the number of sampling points and training templates on the LMC data of the
Walabot (top) and Horn antenna (bottom) dataset.

templates) in a user-dependent scenario [46], a typical procedure based on a one-leave out cross validation [57]. For
each variable combination and for each gesture class, three steps are repeated 1000 times as follows: (1) select a random
testing sample from the gesture set; (2) train the recognizer using a set of randomly selected samples, produced by the
same user as the testing sample; and (3) recognize the testing sample. We consistently used the Jackknife recognizer [44]
in all subsequent testings because this recognizer is efficient on multiple data types, being modality agnostic. All tests
are run on a laptop with an Intel i7-10875H CPU and 32GB of DDR4 RAM running Windows 10.

5.2 Leap Motion Controller

In this first study, we evaluate the accuracy of Jackknife on the raw LMC data from the Walabot and horn antenna

datasets following the procedure defined in Section 5.1. The study is within-factors with four independent variables:

(1) DATASET: nominal variable with 2 conditions, representing the datasets: Walabot dataset, Horn dataset.

(2) NumBER oF TEMPLATES: numerical variable with 3 conditions, representing the number of templates per gesture
class used to train the recognizer: T={1, 2, 4}.

(3) NUMBER OF SAMPLING POINTS: numerical variable with 5 values representing the number of points per gesture
template: N={x € N | 4 < x < 40}.

(4) NUMBER OF ARTICULATIONS: numerical variable with three conditions, representing the number of articulations
of the hand taken into account by the recognizer: Ae{6, 11, 16}.

Each gesture sample consists of a sequence of frames, where each frame contains two elements: (1) a timestamp
and (2) a vector of length 3 X A which results from the concatenation of the 3D coordinates (x,y,z) from all selected

articulations at that instant. Fig. 6 depicts the evolution of accuracy with respect to the number of sampling points on
10
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Fig. 7. Normalized confusion matrices for the best configuration with data acquired from the LMC on the Walabot and Horn datasets.
The values in each cell are represented as percentages.

the Horn and Walabot datasets. The recognition rate decreases sharply with N <7 but is mostly stable for higher values
of N. For all configurations, the recognition rates on the Horn dataset are consistently higher than on the Walabot
dataset, which may be explained by the slightly different recording procedure of both datasets (fixed vs. variable-length
recordings, Section 4). The highest recognition rates are 79.4% (A=16, N=21) on the Walabot dataset and 92.7% (A=6,
N=10) on the Horn dataset. Execution time is short at 0.7 and 0.2 ms, respectively, and stays under 1 ms in most
configurations. Overall, the execution time increases with the number of sampling points, articulations, and training
templates. Fig. 7 shows the confusion matrices for the best configurations of Jackknife [44] on the Walabot and Horn
datasets. Smaller-scale hand gestures, including “extend one/two/three/four fingers” and “open/close hand” are less
accurately recognized by the LMC in both the Walabot and Horn datasets. This could be caused by self-occlusion,
where part of the hand (e.g., the fingers) is occluded by another part of the hand (e.g., the hand palm). Because the LMC
was placed on a desk, under the participant’s hands, it was not always possible to determine the exact position of the
fingers, thus resulting in high confusion between these gestures. The confusion between the “open hand”, “close hand”,
and “open, then close hand” gestures on the Walabot dataset seems caused by the fixed length of the recordings, which
can pick up unintended motion after the relevant gesture has been performed. For instance, if a participant closes the
hand shortly after performing the “open hand” gesture, the gesture could be interpreted as “open, then close hand”.

This does not happen on the Horn dataset as the recordings are stopped immediately after the completion of a gesture.

5.3 Walabot

We conduct two studies for the Walabot dataset, each with a specific objective. The first study investigates the best
combinations of antenna pairs for recognizing our gesture set while the second one analyses the impact of various
parameters on gesture recognition for the best performing combinations of antenna pairs determined in the first study.

The first study is within-factors with three independent variables:

(1) PROCESSING STAGE: nominal variable with 4 conditions, representing the processing stage at which the training
data has been taken: FFT, Background subtraction, Inversion, Filtering.
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FFT Background subtraction Inversion Filtering
AP RR (M, SD) [%] ET [ms] | RR (M, SD) [%] ET [ms] | RR(M, SD) (%] ET [ms] | RR(M, SD) [%] ET [ms]
1st best 73.8 (26.6) 2.2 74.3 (20.1) 2.2 58.1(29.3) 0.2 57.8 (29.4) 0.2
2nd best 72.1 (21.1) 4.0 74.2 (18.3) 2.9 55.7 (31.1) 0.2 55.6 (31.3) 0.2
3rd best 72.1 (23.7) 46 72.7 (26.9) 3.6 55.6 (31.9) 0.2 55.3 (32.1) 0.2
4th best 71.8 (27.3) 33 72.4 (25.8) 35 55.1 (25.8) 0.1 54.8 (25.2) 0.1
2 48.8 (27.0) 0.8 51.9 (24.1) 0.8 36.8 (27.4) 0.1 37.8 (23.2) 0.1
3 477 (31.1) 0.8 48.0(29.7) 0.9 25.8 (27.7) 0.1 25.6 (27.2) 0.1
4 49.1 (25.5) 0.8 54.3 (30.7) 0.8 253 (21.7) 0.1 25.9 (21.7) 0.1
6 44.6 (31.0) 0.8 46.3 (33.4) 0.9 19.3 (18.1) 0.1 18.9 (17.0) 0.1
7 51.7 (26.1) 0.8 493 (27.8) 0.9 232 (23.4) 0.1 23.4(23.4) 0.1
10 56.6 (29.7) 0.8 52.9 (25.9) 0.8 22.0 (21.9) 0.1 21.9 (21.8) 0.1
2,3,4,6,7, 10 72.1 (23.7) 46 70.3 (26.2) 43 52.4 (29.6) 0.2 52.2 (29.4) 0.2

Table 1. Recognition rate and execution time on Walabot data at four stages of the pipeline for the four best performing sets of
antenna pairs, all single antenna pairs, and the set of all antenna pairs. T=4 and N=16. AP = antenna pairs, RR = recognition rate, ET
= execution time.

(2) NumBER OF TEMPLATES: numerical variable with 3 conditions, representing the number of templates per gesture
class used to train the recognizer: T={1, 2, 4}.

(3) ANTENNA PAIRs: nominal variable with 63 conditions, representing all the possible combinations of antenna
pairs (excluding the empty set): AP = {((2), (3), (4), (6), (7), (10), (2,3), ..., (3,4,6,7,10),(2,3,4,6,7,10) }.

The number of sampling points is set to 16 in this first study. The second study is also within-factors, with four

independent variables:

(1) PROCESSING STAGE: same as in the first study.

(2) NUMBER OF TEMPLATES: same as in the first study.

(3) NUMBER OF SAMPLING POINTS: numerical variable with 37 values representing the number of points per gesture
template: N={x e N | 4 < x < 40}.

(4) ANTENNA PAIRs: nominal variable with three conditions, representing the best performing combinations of
antenna pairs determined in the first study. For instance, for processing stage “FFT”, AP = {(4,7,10), (2,3,4,6,7),
(2,3,4,6,7,10)}.

In both studies, each gesture template consists of a sequence of frames, where each frame contains two elements: (1) a
timestamp and (2) a vector with the radar data at that instant. For the inversion and filtering stage, the vector (of length
2 X AP) is the concatenation of the distance and permittivity values retrieved from all selected antenna pairs. For the
other stages, the vector (of length 2 x 34 X AP) results from the concatenation of the real and imaginary parts of the
frequency-domain radar signal (34 frequencies) from all selected antenna pairs. In the rest of this section, we present

the results from both studies at each processing stage.

5.3.1 FFT (Stage 2). The recognition rate differs widely depending on the set of antenna pairs used for gesture
recognition (Table 1). Four different configurations (all with T=4 and N= 16) achieve >70% accuracy on the Walabot
data before antenna effect removal and background subtraction: 73.8% with AP=(4, 7, 10), 72.1% with AP=(2,3,4,6,7),
72.1% with AP=(2,3,4,6,7,10), and 71.8% with AP=(3, 4,7, 10). Execution time increases with the number of antenna
pairs and reaches up to 4.6 ms with 6 antenna pairs and T=4 training templates.

The three best-performing antenna pairs were selected for the second study. Fig. 8a plots the evolution of recognition
rate with respect to the number of sampling points and the number of training templates for the best performing set
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Fig. 8. The accuracy of Jackknife with respect to the number of sampling points and training templates for the best performing
antenna pair with data acquired from the Walabot at four different stages of the pipeline.

of antenna pairs (AP=(2, 3, 4, 6,7)). The recognition rate generally increases with the number of sampling points but
varies more than on the LMC data. It reaches up to 79.7% (SD=16.9%) with T=4 and N=31, which is on par with the
best performing configuration on the corresponding LMC data. The average execution time is 7.3 ms. The results on
the two other sets of antenna pairs are similar with slightly lower recognition rates. Similar to the LMC data, Fig. 9a
highlights some confusion between the “open/close hand” and “open, then close hand” gestures which could be due to
the fixed length of the recordings (Section 5.2). There is also a lot of confusion between the “extend one/two/three/four
fingers” gestures, which suggests that the Walabot might not be accurate enough for the recognition of fine-grained

gestures performed at a medium distance from the sensor.

5.3.2  Background Subtraction (Stage 4). As for Stage 2, the accuracy differs widely depending on the set of antennas

(Table 1). However, the overall results are better than with the raw data. 15 different configurations (all with T=4)

achieve >70% accuracy, including: 74.3% with AP=(2,6,7), 74.2% with AP=(4,6,7,10), 72.7% with AP=(2,3,4,6,7), and

72.4% with AP=(2,4, 6,7,10). Execution time increases with the number of antenna pairs (up to 4.3 ms with 6 antenna
13
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Fig. 9. Normalized confusion matrices for the best configuration with data acquired from the Walabot at four different stages of the
pipeline. The values in each cell are represented as percentages.

pairs and 4 training templates). Compared to the raw data, the filtered radar data results in a higher recognition rate for
four of the six individual antenna pairs.

The results from the second study show that recognition rates can reach more than 80% in some configurations,
and up to 84.5% (SD=17.1%), with AP=(4, 6,7, 10), T=4, and N=31. This represents an almost 5% gain compared to data
from Stage 2. The average execution time for this configuration is 5.8 ms. The overall behavior of Jackknife is similar to
the one observed on data from Stage 2. Fig. 9b shows similar results to the previous stage, with a noticeably higher
recognition rate for most gesture classes. However, we still notice some confusion between fine-grained gestures such
“extend one/two/three/four fingers”, and between the “open/close hand” and “open, then close hand” gestures, which

supports our conclusions from Section 5.3.1.

5.3.3 Inversion (Stage 7). The recognition rate for all sets of antenna pairs after the inversion stage is noticeably lower

than after the first two stages (Table 1). Such a drop is expected, as the size of each frame is divided by 34 compared to
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the first two processing stages. The best performing combinations of antenna pairs are: AP=(4, 6, 7) with 58.1% accuracy,
AP=(2,3,6,7) with 55.7% accuracy, AP=(2, 3, 6,7, 10) with 55.6% accuracy, and AP=(2, 6,7) with 55.1% accuracy.

As previously, the three best antenna pairs were selected for the second study. The recognition rate reaches up to
62.4% (SD=26.1%) with antenna pairs AP=(2,3,6,7), T=4, and N=26. The execution time is very short, at about 0.4
ms. The recognition rate does not steadily increase with the number of sampling points and can change by more than
10% between two consecutive values of N. This behavior may be caused by errors in the inversion process, where the
distance and apparent permittivity values corresponding to one frame are incorrectly estimated due to the low quality
of the radar data (e.g., if the received signal is barely above noise level). The filtering performed at Stage 8 should help
alleviate this problem. Fig. 9c shows that the recognition rate is higher than 80% for only six gestures: “open hand”,
“close hand”, “swipe left”, “push with fist”, “wave hand”, and “extend one finger”. The high accuracy for some of these
gestures can be explained by the nature of the permittivity and distance metrics. The estimated permittivity increases
when the hand opens (larger reflecting surface) and decreases when it closes (smaller reflecting surface), which enables
to accurately distinguish between the first two gestures. The push with fist gesture is easy to differentiate from other

gestures using the distance metric.

5.3.4 Filtering (Stage 8). Table 1 shows the recognition rate and execution time for some of the combinations of antenna
pairs. The highest recognition rates are: 57.8% with AP=(4,6,7), 55.6% with AP=(2, 3,6, 7), 55.3% with AP=(2,3, 6, 7, 10),
and 54.8% with AP=(2, 6,7). All of these results were obtained with T=4 training templates.

The three best antenna pairs were selected for the second study. Compared to the best configuration from Stage 7
(inversion), the recognition rate on the filtered data increases by about 8% to reach up to 70.7% (SD=28.7%) with T=4,
N=36, and antenna pairs AP=(2, 3, 6,7). The execution time is still extremely fast at 0.5 ms. Overall, the recognition rate
seems to increase more steadily with the number of sampling points than in Stage 7. The confusion matrix in Fig. 9d
shows that six gestures are now correctly recognized 100% of the time. However, the same behavior is visible, with poor

recognition of fine-grained (e.g., extend one/two/three/four fingers) and “swiping” gestures.

5.4 Horn Antenna

We conducted a study to investigate the impact of various parameters on gesture recognition. The study is within-factors

with three independent variables:

(1) PROCESSING STAGE: nominal variable with 4 conditions, representing the processing stage at which the training
data has been taken: FFT, Background subtraction, Inversion, Filtering.

(2) NumBER oF TEMPLATES: numerical variable with 3 conditions, representing the number of templates per gesture
class used to train the recognizer: T={1, 2, 4}.

(3) NUMBER OF SAMPLING POINTS: numerical variable with 37 values representing the number of points per gesture
template: N={x e N | 4 < x < 40}.

Each gesture template consists of a sequence of frames, where each frame contains two elements: (1) a timestamp and
(2) a vector containing the radar data at that instant. For the inversion and filtering stages, the vector is of length 2 and
contains the distance and apparent permittivity evaluated at that instant. For the other stages, the vector is of length
2 x 89 and contains the real and imaginary parts of the frequency-domain radar signal (89 frequencies). Fig. 10 shows,
for the four processing stages, the accuracy of Jackknife depending on the number of sampling points and training
templates. In addition, Fig. 11 shows the confusion matrix of the best performing configuration for each stage.
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Fig. 10. The accuracy of Jackknife with respect to the number of sampling points and training templates with data acquired from the
custom radar at four different stages of the pipeline.

5.4.1 FFT (Stage 2). With T=4 training templates, the recognition rate before antenna effects removal and background
subtraction is already very high. Hovering around 90% with more than N=12 sampling points, it reaches up to 94.6%
with T=4 and N=28 (Fig. 10a). In this configuration, the average execution time for recognizing a gesture is 3.8 ms. Both
the accuracy and execution time increase with the number of training templates. From the confusion matrix (Fig. 11a),
we see that 11 of the 16 gesture classes are correctly recognized 100% of the time. The five other gestures are “swipe
right”, “swipe up”, “draw infinity”, “barrier gesture”, and “extend three fingers”. The low recognition rate for these
gestures may be due to the single horn radar antenna that is used, making it difficult to resolve motion performed in

the plane orthogonal to the direction of the emitted radar signal. In that respect, an antenna array is preferable.

5.4.2 Background Subtraction (Stage 4). The removal of antenna effects and background subtraction enable even higher
recognition rates, reaching 95.4% (SD=8.31%) with T=4 and N=27 (Fig. 10b). The resulting confusion matrix (Fig. 11b)
is very similar to the confusion matrix obtained after the FFT, with some minor differences. 100% recognition rate is
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Fig. 11. Normalized confusion matrices for the best configuration with data acquired from the custom radar at four different stages
of the pipeline. The values in each cell are represented as percentages.

» o« »

achieved for 12 of the 16 gesture classes, with the four other gestures being “swipe right”, “swipe up”, “barrier gesture”,

and “extend one finger”.

5.4.3 Inversion (Stage 7). After the inversion stage, the recognition rate decreases significantly and reaches a maximum
of 55.9% (SD=31.3%) with T=4 and N=27 (Fig. 10c). Average execution time is very short at 0.2 ms. Fig. 11c shows

» G«

that the recognition rate is higher than 80% for only five gestures: “open, then close hand”, “push with fist”, “push

» <«

with palm”, “extend two fingers”, and “extend four fingers”. Similar to the Walabot dataset, the high accuracy for
some of these gestures can be explained by the nature of the permittivity and distance metrics (see Section 5.3.3). The
permittivity measure allows the distinction between the “open, then close hand” and the “extend two/four fingers”
gestures. The “push with fist/palm” gestures are easy to differentiate from other gestures using the distance metric and
the permittivity measure allows to distinguish between the two. As in the previous stages, “Swipe” gestures are not

accurately recognized. In addition, the recognition rate varies considerably with the number of sampling points. For
17
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instance, when T=4, the recognition rate goes from 33.4% with N=16 to 25.0% with N=17, and then goes up to 42.6%
with N=18. As explained in Section 5.3.3, these variations may be caused by errors in the inversion process due to the

relatively low signal to noise ratio for a series of scenes.

5.4.4  Filtering (Stage 8). As expected, the recognition rate is more stable with respect to the number of sampling points
after filtering. However, it only reaches 54.5% (SD=25.0%) with T=4 and N=30 (Fig. 10d), which is lower than in the
previous stage and thus still far too low for accurate gesture recognition. Execution time is still very short at 0.2 ms.
The confusion matrix for this configuration (Fig. 11d) shows that the recognition rate exceeds 80% for only five gestures:

» «

“open hand”, “push with fist”, “push with palm”, “wave hand”, and “extend four fingers”.

6 DISCUSSION AND IMPLICATIONS FOR DESIGN

This section discusses the results of the testing presented in the previous section and their implications for the design

of radar-based gesture interaction.

e Favor gestures with a highly differentiable surface of exposure. For instance, the “push with palm” and
“push with fist” gestures were accurately recognized in most configurations because the palm has a larger
exposure surface than the fist, resulting in a larger amplitude of the received radar signal. This difference in
amplitude can be used by a recognizer to differentiate between the two gestures. On the other hand, gestures
such as “extend one/two/three/four fingers” were less accurately recognized (Section 5.3.1) because their surface
of exposure was similar. Future work could study the impact of reducing the hand-radar distance on the ability

to distinguish between gestures with a similar surface of exposure.

»

Favor gestures with motion parallel to the radar beam, such as the “push with palm” and “push with fist
gestures. Indeed, as the angular resolution of our radars is lower than their range resolution, it is easier to
recognize gestures performed parallel to the radar beam. On the other hand, gestures performed in the plane
orthogonal to the radar beam, such as the “swipe left/right/up/down” gestures are more difficult to differentiate,
resulting in lower accuracy (see for example Section 5.4.1). Future work may investigate whether techniques
such as relying on a larger set of antenna pairs or placing multiple radar sensors around the interaction space
could circumvent this limitation of radar sensors.

¢ Keep a minimum of four templates. Our testing showed that the accuracy greatly improved when increasing
the number of training templates from 1 to 4 (see for example Section 5.4.2). Future work could evaluate the
impact of using more than 4 training templates on accuracy and execution time. However, keeping the number
of training templates small is beneficial to the end-users, as it allows them to define their own gestures with

minimal time and effort, by recording only a small number of templates.

Favor the best combinations of antenna pairs. Our testing revealed that accuracy varies depending on the
selected antenna pairs of the Walabot (Table 1), and that the best results were obtained with sets of three or
more pairs. The best performing antenna pairs for each stage are: AP = (2,3, 4, 6,7) for Stage 2 (Section 5.3.1),
AP = (4,6,7,10) for Stage 4 (Section 5.3.2), AP = (2,3,6,7) for Stage 7 (Section 5.3.3), and AP = (2,3,6,7) for
Stage 8 (Section 5.3.4). The sets AP = (4,6,7,10) and AP = (2,3,6,7) consist of only non-redundant antenna
pairs, which may explain their higher performance compared to other sets of antenna pairs. Redundant antennas
pairs rely on the same two antennas. For instance, pairs 1 and 7 are redundant as they both rely on antennas 1
and 4 (see Fig. 1).
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7 LIMITATIONS

We proposed and tested a radar data processing pipeline for hand gesture recognition. This section discusses the
limitations of this work, which are divided into three categories: limitations of the Walabot, limitations of the proposed
pre-processing strategy, and limitations of the evaluation procedure.

Walabot-induced limitations. The bandwidth of the Walabot EU/CE version used in this paper is narrower than
the US/FCC version, resulting in a lower resolution. However, our pre-processing strategy should support the US/FCC
version with only minor changes. In addition, while the Walabot features 18 antennas, three of them cannot be selected
(Fig. 1) and the set of available antenna pairs is limited. For instance, it is not possible to combine relevant pairs from
the first and second profiles. Compared to more expensive radar systems, the Walabot suffers from a relatively low
signal-to-noise ratio and interferences between the emitter and receiver antennas, which hinder the ability to discern
hand echoes from background noise and interferences. While the radar-antenna effects removal and background
subtraction stages described in Section 3 help clean up the data, the relatively low signal-to-noise ratio with respect to
the requirements of the ad hoc application remains problematic, especially for the inversion stage (Section 5.3.3).

Limitations of the proposed data pre-processing pipeline. The removal of antenna effects requires calibration
to construct the radar antenna model. The antenna calibration process requires taking a series of radar measurements
at various distances from a large smooth metallic surface, which is impractical without the proper equipment. However,
calibration could be performed only once (e.g., in the factory) if the Walabot is shown to be stable over time and with
respect to operation temperature changes. While the proposed dimension reduction performed at the inversion stage is
physically meaningful, it results in a loss of information compared to raw radar data, which can negatively impact
gesture recognition accuracy (see Table 1). The inversion process can also fail when the signal-to-noise ratio is low and
thus result in incorrect distance and permittivity estimates (main identified limitation) (Section 5.3.3). In addition, the
estimated relative permittivity depends on properties of the user’s hand, such as shape, size, and whether the user is
wearing gloves. For a gesture set to be compatible with most users, its gesture recordings should thus cover a wide range
of hand types. Another limitation is that the inversion process may fail or return erroneous values if more than one hand
and/or more than one user is present at a short distance from the sensor. A potential, but computationally-intensive
solution would be to set up the inversion process so that it returns one (distance, permittivity) pair for each hand.
Finally, the present full-wave inversion process is slow, preventing the recognition of gestures in real-time. A drastic
reduction in execution time is however possible and will be the subject of future works.

Limitations of the evaluation. Although our testing dataset contains a large number of gestures classes, only five
samples were collected from one participant for each of its gestures. Further testing with data from more participants
would give us insights into the transferability of gestures across participants. Another limitation is that we only tested
one-handed gestures recorded with one user in the field of view of the sensors. We believe that the relatively narrow
field of view and short range of our sensors makes multi-user interactions impractical. However, it is worth investigating
the impact of the number of users on gesture recognition accuracy, both on frequency data and on data from the
inversion stage. In addition, our evaluation covers only six out of the 12 antenna pairs proposed in profile 2. Testing
more antenna pairs, including the 40 pairs from profile 1 would allow us to identify the best sets of pairs for accurate and
efficient gesture recognition. Finally, slight differences in the recording procedures of the Walabot and Horn datasets
(see Section 4) may affect our ability to compare results across the two sensors. While both datasets were also recorded
using the LMC, which provides a good reference point, recording the two datasets using the exact same procedure

would further strengthen the validity of our results.
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8 CONCLUSION

The use of microwave radar sensors in gesture recognition has several key advantages compared to vision-based sensors,
including providing the user with an enhanced feeling of privacy and being less sensitive to ambient conditions (e.g.,
lighting and weather). However, due to the complexity of raw radar signals, most existing works rely on advanced
machine learning techniques for radar gesture recognition.

In this paper, we proposed a new pipeline for radar gesture recognition that filters the raw radar signals and reduces
the dimension of radar signal to only two physically meaningful features: the hand-radar distance and the effective
permittivity of the medium defined by the hand. We thereby combine purely physical electromagnetic modeling and
artificial intelligence to recognize gestures. To evaluate the pipeline, we recorded 16 gestures with three different
sensors: an off-the-shelf radar (the Walabot), a custom-built radar (the “horn”), and a cheap vision-based sensor (the
LMC). We then tested the accuracy of Jackknife, a popular template-matching recognizer, on the gesture set at various
stages of the processing pipeline. We observed that removing the antenna effects and subtracting the background scene
generally enabled higher accuracy by filtering out irrelevant reflections from the signal. The inversion stage greatly
reduced the size of the gestures and the average execution time at the expense of accuracy. However, while accuracy
was too low for practical applications when using only one antenna pair, using larger sets of antenna pairs seemed to
yield a significant increase in accuracy.

In future work, we will evaluate the performance of other radar configurations. For instance, we could capture
gestures using all 40 antenna pairs of the Walabot, using the Walabot US/FCC instead of the EU/CE version, or using
multiple radars antennas at placed various positions around the interaction space. We also plan on investigating whether
a dataset recorded in one environment (e.g., a cluttered room) and processed by our pipeline could be used to train
Jackknife for recognizing gestures in a different environment (e.g., outdoors). Similarly, we could investigate whether
our pipeline allows a gesture produced by one radar to be recognized using a dataset recorded with a different radar,
thus enabling the recognition of a user’s gestures using the same training dataset, independently of the radar sensor
that they are using. Finally, we will expand our gesture set with recordings from more users. This will enable more
extensive testing, including evaluating the performance of our pipeline on recordings produced by a different user than

the training data.

OPEN SCIENCE

Our website https://sites.uclouvain.be/ingenious/projects/walabot-hgr provides the reader with useful resources, in-

cluding the Horn and Walabot datasets (Section 4), and the data from the testing (Section 5).
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