Figure 1: Smart-Pockets for television en-
able quick and convenient access to one’s
preferred TV content by implementing
the “pocket metaphor”: some TV channels
are linked to specific pockets on the user’s
clothes, e.g., a direct link to the Com-
edy Central channel can be stored in the
trousers right front pocket, while a link to
BBC News in the shirt breast pocket. In
this figure, the user points his right arm to
the trousers right front pocket and then to-
wards the TV screen to start playing the TV
show or channel previously linked to that
pocket. The reverse operation is also possi-
ble: pointing to the TV and then back to a
specific pocket will create a direct link be-
tween that pocket and the currently play-
ing TV channel for fast later access.
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ABSTRACT

We present a gesture-based user interface for smart TVs that employs deictic gestures to control the
content displayed on the TV screen. Our interface implements an instance of the “Smart-Pockets”
interaction technique, where links to digital content, in our case to users’ preferred television channels
and shows, are stored inside users’ pockets and readily accessible with a mere pointing of the hand to
those pockets. Pointing gestures to the pockets and towards the TV screen are detected using the
Inertial Measurement Unit embedded in Myo, a smart armband. We discuss the ways in which our
prototype opens new opportunities for hybrid, gesture- and pointing-based interactions for smart TVs
as well as opportunities for designing interactions that take place at the periphery of user attention.
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BACKGROUND: SMART-POCKETS

“Smart-Pockets” represents a concept and
interaction technique introduced by

Vatavu [18] that employs links between digital
content of any kind (e.g., a list of emails, files,
videos, etc., stored in the cloud) and physical
locations on the user’s body in the form of
pockets. The concept was inspired by the fact
that the most commonplace for storing one’s
physical belongings on the body is inside
pockets, which have been devised over many
years of fashion design to be both aesthetic
and functional for a variety of contexts of use.
However, pockets could also be employed
to store one’s personal digital content,
such as a list of documents, phone contacts, or
one’s email inbox; see [18] for examples of
applications. The digital content linked to
pockets is displayed on an ambient screen by
taking it out of the pockets and pointing the
hand towards the screen.

Characteristics of Smart-Pockets gestures
Smart-Pockets gestures are fast, demand little
to no attentional resources and precision to
perform effectively, no training, and are easily
extensible to other locations on the human
body and to physical objects, such as
“Smart-Containers;” see [18] for details.

Implementation: original and ours

In the original implementation [18],
Smart-Pockets pointing actions were detected
and recognized using the Microsoft Kinect
sensor. In this work, we present a prototype
that employs a wearable device, the Myo
armband [10]. Our new implementation is
highly portable and does not require any
sensing infrastructure to be installed in the
physical environment.
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INTRODUCTION

Current modalities to control the functions of the smart TV range from the simple action of pressing
buttons on a remote control to using dedicated applications specifically designed for tablets and
smartphones, and to gesture and voice input [1, 3, 4, 9, 16, 19]. The standard remote control, obsolete
in many ways, has also been the subject of continuous research and development. For example,
prior work proposed enhanced remote controls with embedded sensors, such as video cameras and
accelerometers [1, 16, 17], or TV remote designs that sensed hand poses and mid-air input in the
immediate space around them, such as in the Leap Motion gesture elicitation study of Vatavu and
Zaiti [19] conducted to inform design of low-effort gesture input for smart TV control.

In this paper, we propose a gesture-based interface for controlling the content displayed on the
TV screen by relying on (1) the concept of “Smart-Pockets” [18] for linking digital content to specific
areas on the user’s body and (2) mid-air input in the form of deictic gestures (i.e., pointing actions)
recognized using a wearable device [11]. Our prototype, based on the Myo armband [10], enables
viewers to quickly access their preferred TV channels, shows, or recorded TV content by taking that
content out of their pockets and pointing it in the direction of the TV screen; see Figure 1 on the
first page. Similarly, new associations between a TV channel and some pocket can be created by
performing the reverse action: the hand pointed in the direction of the TV screen is put into a specific
pocket (see Figure 2) to create a direct link between the TV channel and that pocket. We use our
prototype to discuss implications of our work for a new kind of gesture-based user interface for the
TV, little explored so far in the TVX community, that (1) connects digital TV content with physical,
tangible objects and (2) creates the premises for designing interaction techniques at the periphery of
user attention [2], suitable for low-effort input for TV control and lean-back television watching.
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Figure 2: Two examples of pointing ac-
tions involving two “smart pockets”: ac-
cessing the shirt left breast pocket (top
figure) and the trousers rear right pocket
(bottom figure). Note that pockets are not
instrumented; instead, the smart armband
detects the orientation of the hand and,
thus, estimates the location of the pocket.

BACKGROUND: GESTURE-BASED INPUT FOR CONTROLLING THETV

Previous work on interaction techniques for smart TVs focused on enhanced TV remote controls [1, 17],
identifying suitable gesture commands for controlling the functions of the TV set [4, 16, 19], or on
conducting studies to understand user performance, such as comparing the relative merits of various
input modalities [3]. One direction contoured in the literature is represented by efforts to replace the
standard TV remote control with other, “natural input” modalities, among which voice input [12] and
gesture-based commands [3, 4, 19] represent the two most common options. For example, prior work
has focused on designing suitable gesture commands for controlling the TV, to which end several
gesture elicitation studies were conducted [4, 16, 19] to understand users’ preferences for what types
of gestures they would like to use to control their TVs. Another form of gesture input is represented by
pointing. For example, the “Around-TV” system [17] used video projections to display multiple virtual
screens around the TV set; the projected TV screens were manipulated in terms of their location and
size on the wall behind the TV set using pointing actions performed using the Nintendo Wii remote
control. Bobeth et al. [3] conducted a study to understand the differences in user performance and
preference over three distinct input modalities for controlling the TV: an application on the tablet,
free-hand gestures, and the standard TV remote control. Their study reported that the tablet condition
(i.e, tablet input mirrored on the TV screen) showed the best performance and was preferred by young
adults and elderly people alike. One possible reason for this result is that free-hand and whole-body
gesture input, as well voice input, come with several drawbacks, such as misrecognition errors or
requirements for users to memorize commands when those commands are not intuitive. Therefore,
there is still room to explore gesture-based interaction techniques for controlling the TV effectively
with little cognitive effort and, ideally, at the periphery of user attention [2, 6]. In this work, we adopt
the concept of “Smart-Pockets” [18] (see the side bar on the previous page for a detailed description)
and present a wearable prototype that employs pointing actions and associations between preferred
TV channels and various pockets on clothes.

PROTOTYPE

We present a prototype for controlling content on the TV screen by employing the Smart-Pockets [18]
concept with a new implementation using a wearable device, the Myo armband [10]. Compared to
the original implementation of Smart-Pockets (using the Microsoft Kinect sensor), our prototype is
highly portable and does not require installation of any sensing infrastructure in the environment.

Apparatus and Development Tools

We developed a user interface for the TV using HTML 5, CSS 3 and JavaScript 1.7, and we tested
it using the Google Chrome web browser (v72.0.3626.121) that ran on a laptop PC connected to a



THE MYO ARMBAND

Technical specifications

Myo weighs 93 grams, has 8 built-in EMG

sensors, a 9-axis IMU, Bluetooth, delivers

vibrotactile feedback, and is powered by an

ARM Cortex M4 CPU; see
https://support.getmyo.com/hc/en-us/articles/
202648103-Myo-Gesture-Control-Armband-tech-specs

Applications

Prior work used Myo for various applications,
such as in healthcare to collect patient data
during training [8], video games [14] designed
to encourage patients that need prosthetics to
contract specific muscles, and for Virtual
Reality [15]. Popovici and Vatavu [11]
evaluated a gesture user interface for a TV
menu with nine shortcuts to TV channels
distributed in mid-air in front of the user’s
body. Their results showed good usability and
high desirability, but high perceived workload.

Myo as a rapid prototyping device
Thalmic Labs (now North) ended production
of Myo (https://support.getmyo.com/hc/en-us)
in October 2018, but support is still available
for practitioners and for the tens of thousands
of devices out there (a figure estimated from
https://mobilesyrup.com/2018/10/13/
thalmic-labs-myo-ends-sales-next-project/).
Myo remains a remarkable wearable device for
capturing finger, hand, and arm gestures and
especially for rapid prototyping and
evaluation of new interface ideas and
concepts, such as our Smart-Pockets
implementation for TV control.

Thttps://support.getmyo.
com/hc/en-us/articles/
202647853-What-gestures-does-the-Myo-armband-recognize-

large, 55-inch Samsung UE55D smart TV; see Figure 1 on the first page. For demonstrative and testing
purposes, we simulated television with digital content streamed from YouTube using HTML 5 and
JavaScript API. The communication between the application running in the web browser and the Myo
armband was implemented via Bluetooth using the Myo JavaScript SDK provided by North, former
Thalmic Labs [10]. The Myo armband is a wearable device that captures electromyography (EMG)
data at the forearm level, which is processed to recognize hand poses and gestures. The Myo SDK
provides default support for five gesture types: double tap, fingers spread, wave right, wave left, and
fist. Also, Myo embeds a 9-axis Inertial Measurement Unit (IMU) that reports the orientation and
movement of the wearing hand. Other technical details about the Myo armband, as well as previous
work that employed it for various application scenarios, are presented in the side bar on this page.

Design and Implementation

Our prototype enables users to access TV content stored in their pockets and to display that content
on the TV. According to the operation principle of the Smart-Pockets technique [18], the user points
to a specific pocket (see Figure 2) and then points the hand towards the TV screen (Figure 1). The
pocket is identified from the orientation of the hand delivered by the IMU unit embedded in the Myo
armband and reported as quaternion data, ¢ = (x,y,z, w) € R%. The action of pointing the hand in
front of the body and towards the TV screen is detected using the same approach. To avoid selecting
or changing the channel accidentally when the hand points in front of the body (i.e., to avoid false
positives), the user performs the default double-tap Myo gesture to confirm the command; see Myo’s
five pre-set gestures.” When the following series of three actions has been detected, the content
associated to the pocket is displayed on the TV: (1) a pocket is identified using the orientation of
the hand pointing to that pocket, (2) a pointing action is identified in front of the body, and (3) the
double-tap gesture is performed. If the reverse sequence of actions is detected, the current TV channel
is associated to the specific pocket pointed to by the hand. The side bar on the next page presents
technical details about using the orientation of the hand to recognize the locations of pockets on the
body using Myo’s built-in IMU and a distance function that compares quaternions.

Configuration of Smart Pockets

Smart pockets can be easily configured by recording the orientation of the hand reaching to the
locations of the pockets, such as the hand corresponding to reaching the shirt left pocket (see Figure 2,
top) or the trousers rear right pocket (Figure 2, bottom). These two pockets can be easily accessed
using the right hand. Other pockets can be easily set up, e.g., an equivalent configuration of the shirt
right pocket and trousers rear left pocket can be set up for the left hand as well.
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POCKET DETECTION FROM ORIENTATION
MEASUREMENTS OF THE MOVING HAND

The orientation data provided by Myo is reported in the
form of unit quaternions q; = (w¢, x¢,yr, 2¢) € [0, 1]% at
specific time intervals t. In order to use these data to
identify absolute locations, quaternions need to be
corrected by applying an offset with respect to a fixed,
known location in space. This offset

Goffset = (Woffsets Xoffset> Yoffset> Zoffset), also a
quaternion, is set once during the configuration step
consisting in the user pointing their hand towards the
TV screen. To apply the offset, each quaternion g is
multiplied with ggrset, Which actually corresponds to
computing the rotation g, = (wy, xr, yr, zr) between
quaternions q; and gqfset, as follows:

Wr = Woffset * Wt — Xoffset * Xt — Yoffset " Yt ~ Zoffset * %t

Xr = Woffset * Xt + Xoffset * Wt + Yoffset * 2t ~ Zoffset * Yt

Yr = Woffset * Yt — Xoffset * 2t T Yoffset * Wt + Zoffset * Xt

Zr = Woffset * 2t T Xoffset " Yt ~ Yoffset * Xt + Zoffset * Wt
We then compute the numerical distance between the
offset-corrected orientation of the hand (gnang) and the
quaternion corresponding to that pocket location
(@pocket)s @ value recorded previously, using the
following equation [7]:

2
d(qhand’oncket) = 1= < ghand> 9pocket >

where < ghands Gpocket > represents the inner product:

Whand“Wpocket *Xhand “Xpocket *Yhand "Ypocket +Zhand Zpocket

This result is then converted to an angle measurement:

0(qhand qpocket) = acos (1 -2 (1_ < Ghands 9pocket >2))

A Nearest-Neighbor classification algorithm is
employed to compute the minimum distance across all
the registered pockets and, thus, to identify the pocket
that was reached by the hand.

DISCUSSION: TOWARDS EFFECTIVE GESTURE INPUT WITH LOW COGNITIVE EFFORT
PERFORMED AT THE PERIPHERY OF ATTENTION

Our prototype contributes an important change of perspective for gesture-based control of TVs.
While previous work strove to identify suitable gesture commands to effect various TV functions by
means of gesture elicitation and agreement analysis [13, 16, 17, 19], the pointing gestures to smart
pockets featured by our prototype are already intuitive, familiar, and easy to perform. From this
perspective, there is an opportunity, to be explored and validated in future work, for implementing
low-effort gesture-based interactions that take place at the periphery of user attention and, ideally,
move outside the attentional field; see the continuum described by Bakker et al. [2, p. 6] for peripheral
input. We believe that peripheral interaction [2] and, specifically, peripheral input based on gesture
commands [6] fit well with the lean-back paradigm for television watching; see the side bar on
the next page for a discussion about peripheral interaction. Consequently, Smart-Pockets pointing
actions could be used to implement gesture input for the TV demanding a minimum level of attention,
similar to that required by pressing buttons on the TV remote control. In turn, Smart-Pockets open
up new research opportunities for low-effort gesture input performed with little to no cognitive load,
in contrast to other types of gestures that, because of little agreement between users or low fit to
the functions they execute [19], need to be learned for effective recall. Given the large interest in
gesture-based input for the TV [1, 3, 4, 11, 13, 16, 17, 19], we hope that our explorations will contribute
to and advance the practice of designing effective gesture user interfaces for television.

CONCLUSION AND FUTURE WORK

We presented a wearable prototype for controlling the content displayed on the TV by means of
direct associations between preferred TV channels and physical pockets, i.e., TV channels are just
another type of an object that we store in our pockets. We positioned our implementation in the context
of the recent interest and popularity received by wearable devices, to which end we presented a
rapid prototyping approach using the Myo armband. Future work will consider user evaluations of
the presented technique in the context of real-world applications, an investigation of the number
of pockets and TV channels that users would like to control, as well as more technical work, for
instance to make the Smart-Pockets interaction technique available on other types of wearables,
such as smartwatches or smart rings [5]. Lastly, the opportunity to use Smart-Pockets to implement
gesture-based peripheral input for the TV looks especially appealing.
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PERIPHERAL INTERACTION

In this side bar, we briefly discuss peripheral
interaction as well as implications for
gesture-based control of the TV set. According
to Bakker et al. [2], “the interaction with
computers will move to the periphery of
attention. Inspired by the way we fluently divide
our attentional resources over various activities
in everyday life, we call this type of interaction
peripheral interaction.” (p. 1). Peripheral
interaction builds on top of ubiquitous
computing, ambient intelligence, Internet of
Things, context-aware computing, and
considerate systems [2, pp. 3-5] to respond to
the challenge of managing interactions with
computing devices via fluent shifts between
the user’s center and periphery of attention.

A continuum for attentional resources
Bakker et al. [2] presented a continuum
ranging from fully focused attention to tasks
performed completely outside the attentional

field, and identified three types of interactions:

(1) in the center of attention (conscious,
intentional precise control), (2) at the
periphery of attention (intentional, direct
imprecise control), and (3) outside the

attentional field (subconscious and automatic).

Implications for gesture input for the TV
Our prototype makes use of a specific type of
gesture: pointing to a pocket followed by
pointing in the direction of the TV. We
hypothesize that this familiar, intuitive, and
easy to perform action can be executed at the
periphery of attention and even outside the
attentional field, which creates the premises
for gesture-based control of the TV with little
attention and, thus, little cognitive effort.
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