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ABSTRACT

Connected vehicles collect and share data by communicating with
road infrastructure, with each other, the web, IoT systems, and with
their occupants’ personal devices. Part of this data is presented to
drivers via a multitude of interactive devices and systems. Thus,
one challenge that arises in such a complex environment is effective
and safe operation of the various interactive systems, e.g., the in-
vehicle infotainment (IVI). In this paper, we present a synopsis of
input modalities from the literature of automotive user interfaces
(AutoUlIs) for media consumption inside connected vehicles.
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1 INTRODUCTION

The future envisaged for the automotive industry with ubiquitous
electric, smart, connected, and autonomous vehicles also pictures a
vision of new interactive systems, applications, user interfaces, and
media experiences for the in-vehicle environment. According to
Arce-Plevnik et al. [11], a connected car exchanges data with other
vehicles and its surroundings via local networks, Wi-Fi, and other
built-in communications systems and sensors. The richness of in-
formation delivery modalities and the amount of content available
for consumption inside connected vehicles [5, 6, 26, 28, 39, 66, 69]
are aspects that need to be carefully examined for safe driving, e.g.,
“driving a modern car requires the user’s full attention and performing
a group of concurrent tasks” [28] and “the effects of driver distraction
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... significantly affect all aspects of situation awareness” [66]. In this
context, it is worthwhile to examine new interaction techniques for
automotive user interfaces (AutoUIs) that do not put additional de-
mands on the driver’s visual and cognitive attention, among which
gesture [20, 28, 30, 35, 45], voice [7, 34, 60, 78, 88], and multimodal
input [8, 18, 46, 50, 61]. In this paper, we present a synopsis of such
input modalities for in-vehicle media consumption.

1.1 In-Vehicle Media Consumption and IMX

Media consumption in the specific environment of connected cars
is a new topic and challenge for the IMX/TVX community which,
traditionally, has focused on video/TV and user experience (the
ACM TVX conference organized between 2014 and 2019, e.g. [29])
and on interactive TV (the EuroITV conference organized until
2013, e.g. [48]). The infotainment systems of connected cars have
evolved considerably, providing advanced navigation and entertain-
ment features to drivers and passengers alike. New input modal-
ities, such as gestures and voice, have been increasingly studied
for in-vehicle interactions with results presented at CHI and Auto-
motiveUL Furthermore, the environment of the car itself has been
recently described as a specific kind of a smart environment [65],
which connects smart vehicles with the large body of work on smart
environments [64] and ambient media [51, 52]. In this context, draw-
ing the attention of the IMX community to the state-of-the-art in
interactive media consumption inside smart, connected vehicles is
both worthwhile and timely. This paper represents such an attempt.

2 METHOD

To identify references regarding voice and gesture input for in-
vehicle interactions, we ran the query " (gesture OR voice) AND
(car or vehicle)" on the titles of papers from the ACM DL and
IEEE Xplore. We obtained 53 results for ACM DL and 79 for IEEE
Xplore, which we analyzed according to the following criteria: (1)
input modality (gesture, voice, multimodal); (2) type of contribu-
tion (system, recognition method for user input, and interaction
technique; the latter includes user studies to evaluate established
interaction techniques or end-user elicitation studies to inform
AutoUI designs); (3) type of content that is controlled or media that
is consumed (e.g., map interaction and navigation, radio control,
interaction with the in-vehicle infotainment system, etc.).

3 GESTURE INPUT

Table 1 enumerates prior work, identified by our queries, about
recognition techniques for gestures performed inside the vehicle,
design and engineering of systems and applications employing
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gesture input, and interaction techniques based on gestures to
control car functions and to consume digital content inside the
vehicle. End-user gesture elicitation studies [87], in which partici-
pants’ preferences for gesture commands are collected and analyzed
for consensus [82, 83], have been popular to inform the design of
gesture-based AutoUTs [1, 14, 22, 25, 37, 43, 45]. For example, Weid-
ner and Broll [85] elicited input commands for generic tasks (e.g.,
select, move, rotate) and identified four interaction paradigms: real-
indirect (i.e., users manipulate a virtual object without touching it),
real-direct (the virtual object is touched), proxy (users manipulate
an imagined object), and non-gestural (interaction performed with
other modalities). Other studies have addressed gesture input on the
steering wheel [9, 10, 30, 35, 40, 86]. For example, the participants
from Angelini et al.’s [9] study preferred tapping, swiping, and ap-
plying pressure on the steering wheel to perform “next,” “previous,”
“volume up/down,” “select,” and “back;” Burnett et al. [15] reported
preferences for swipe gestures due to their short execution time,
which reduces the need for drivers to take their eyes off the road
during gesture articulation; and Hauslschmid et al. [30] reported
preferences for both mid-air input and gestures on the steering
wheel. Other work proposed guidelines to inform the design of
gesture-based interaction techniques inside the vehicle. For exam-
ple, the spatial volume available for mid-air gesture articulation
can be specified by the triangle defined by the steering wheel, rear
mirror, and gearshift [56]; feedback provided for mid-air gesture
input reduces distraction [66-68]; and peripheral visual feedback
improves the user experience of gesture input [59].

4 VOICE INPUT

Voice input is convenient for in-vehicle interactions because it al-
lows drivers to keep their hands on the steering wheel and eyes on
the road. Table 2 enumerates prior work, identified by our queries,
that focused on recognizing voice commands inside the vehicle,
design and engineering of in-vehicle systems employing voice in-
put, and voice-based interaction techniques. Voice recognition is
less effective in noisy environments, for which noise reduction
strategies [74] and guidelines for effective voice input have been
proposed [32]. Also, specific techniques have been introduced to
improve the recognition accuracy of voice input for in-vehicle inter-
actions, e.g., audio-visual voice activity detection, wavelet analysis,
and blind source separation [23, 31, 36]; see Table 2 for more refer-
ences and examples. A diversity of voice input systems have been
proposed in the scientific literature for authentication in smart
cars [27], access to the car manual by drivers [7], or for controlling
specific car functions, such as the audio system [79, 80], naviga-
tion [41], and voice-based dialing for managing phone calls [24].
Other applications addressed control of personal devices, such as
smartphones [13, 16] and smartwatches [12, 78]. Regarding the lat-
ter, Tombeng et al. [78] proposed a car control system using voice
commands mediated by the smartwatch to lock/unlock the car, con-
trol the windows, and to start/stop the engine. Previous work found
voice input effective even with short glances toward the controlled
system [55, 88]. A study examining the distraction of text entry
methods reported that voice input was less demanding compared
to keyboard input and handwriting, and the time during which
the driver’s eyes were off the road was significantly shorter [34].
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Another comparative study evaluated three types of voice-based
AutoUIs and found that text prompts on a cluster display were more
efficient compared to alternatives involving a central display and a
conventional voice input system [91].

5 MULTIMODAL INPUT

Compared to unimodal input, multimodal techniques offer flexi-
bility for effective interaction with a system under a large variety
of contexts of use. Table 3 enumerates prior work on recognition
methods, interaction techniques, and systems and applications im-
plementing multimodal AutoUIs identified by our queries. One
observation is that multimodal AutoUIs for in-vehicle interactions
are considerably fewer compared to unimodal input (i.e., 5 refer-
ences compared to 52 for gesture input and 19 for voice input).
For instance, Pfleging et al. [50] found that conventional buttons
were preferred by their participants to gesture and voice input, the
latter being perceived slower. In that study, voice commands were
employed to specify the in-vehicle device or system to control (e.g.,
mirror, window) and gestures were used to effect various functions
(e.g., move up and down, left and right); see [50] for details. Angelini
et al. [8] reported participants’ preferences for mid-air gesture and
voice commands over touch input, since the former required less or
no contact with the controlled system. Detjen et al. [18] considered
voice input preferable to gesture commands, and recommended the
use of gestures when there is noise in the vehicle, music is playing,
or during conversations. Other researchers considered that alterna-
tive input modalities are needed according to the driving context,
e.g., specific situations on the road [61]. In this regard, Nef3elrath
et al. [46] described a prototype for controlling the car lights and
windows with eye-gaze, micro gestures, and voice input.

6 CONCLUSION

Our examination of the scientific literature on in-vehicle input
revealed the benefits of multiple modalities to interact with in-
vehicle systems, such as the infotainment system, and to facili-
tate media consumption while driving or traveling by car. Ges-
ture input was found intuitive, comfortable, and effective by prior
work [19, 28, 38, 45, 47, 63, 73, 85], while voice commands useful
for drivers to keep their eyes on the road and hands on the steering
wheel [32, 34, 55]; and multimodal input [18, 46, 61] is useful for
drivers to switch between input modalities [57]. We found only few
instances of multimodal AutoUIs in the literature, which represents
an opportunity for more work in this direction, including running
comparative evaluations of alternative I/O modalities [81]. Fusing
input from multiple sensors, both built-in in the vehicle and in per-
sonal smart devices [12], is another interesting direction for future
work. We hope that our synopsis of the scientific literature regard-
ing in-vehicle interaction will be useful to IMX researchers and
practitioners interested in input techniques for media consumption
inside smart vehicle environments.
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Table 1: A synopsis of prior work addressing gesture input inside the vehicle.

Reference Main contribution Controlled car functions, devices, systems, digital content and media
System Recognition Interaction
method technique
Lin (2019) [37] - - v Adjusting vehicle dynamics
Rahman et al. (2011) [53] - v - Media playback system
Shakeri et al. (2017a) [66] - - v VW and BMW AutoUI
Shakeri et al. (2017b) [68] - - v Infotainment system?
Riener et al. (2013) [56] - - 4 Flashlight, windows, washer, AC, emails, phone calls, radio, music
Shakeri et al. (2018) [67] - - 4 n/al
Ohn-Bar et al. (2012) [47] - v - Infotainment system
Weidner and Broll (2019) [85] - - v S3D displays
May et al. (2014) [44] - - v Common car functions
Alpern and Minardo (2003) [6] v - - Entertainment tasks, e.g., find a song, adjust volume, search presets
May et al. (2017) [45] - - v Menu navigation
Sterkenburg et al. (2017) [73] v - - Menu navigation
Roider and Gross (2018) [58] - v - Car functions?
Sterkenburg et al. (2016) [72] v - - Audio file control, menu navigation
Angelini et al. (2014) [9] - - v Music, traffic alerts, phone calls
Werner (2014) [86] - - v Radio, MP3 player, phone calls, fan, brightness, temperaturez
Ahmad et al. (2014) [2] - v - Infotainment system?
FakhrHosseini et al. (2017) [21] v - - n/al
Lee et al. (2015) [35] v - - Radio, MP3 player, air conditioning, heater
Burnett et al. (2013) [15] - - 4 Music, air conditioning, navigation, radio, phone calls, fan control
Ecker et al. (2009) [19] v - - Navigation, contacts, entertainment
Gable et al. (2014) [25] - - v In-vehicle technologies?
Ecker et al. (2010) [20] - - v Navigation, contacts, entertainment
Hessam et al. (2017) [28] - - v AC, engine, windows, beam light, wipe windshield, flasher, radio, calls, music
May et al. (2016) [43] - - v Menu navigation for infotainment
Mabhr et al. (2011) [40] - - v Car windows, air conditioning, radio, seat heating
Angelini et al. (2013) [10] - v - Stereo audio
Fariman et al. (2016) [22] - - v Air conditioning
Ahmad et al. (2018) [1] - - v Media and contacts
Brand et al. (2016) [14] - - v Head-Up Display
Kim and Choi (2019) [33] - v - n/al
Roider and Raab (2018) [59] - - v n/al!
Sauras-Perez et al. (2014) [63] - - 4 Music player
Mabhetalia et al. (2018) [39] - v - Infotainment system?
Héuslschmid et al. (2015) [30] - - v Music player
Smith et al. (2018) [71] v - - Phone and music player
Shen et al. (2017) [70] - v - Electronic devices
Tarvekar (2018) [75] - v - Touch-less car interface?
Parada-Loira et al. (2014) [49] v - - Infotainment system (music player)
Wu and Trivedi (2006) [89] v - - Safety study and driving assistant system?
Ye et al. (2018) [90] - v - Infotainment system (music player)
Verma and Choudhary (2018) [84] - v - Picture navigation, music/menu control and mobile phones
Deo et al. (2016) [17] - v - n/al
Sachara et al. (2017) [62] - v - Navigation (media and maps), contacts, phone, climate
Ahmad et al. (2016) [4] v - - Interactive displays?
Ahmad et al. (2014) [3] v - - Interactive displays?
Tateno et al. (2019) [76] - v - In-car devices®
Zobl et al. (2003) [92] - v - Navigation system, multimedia and communication devices
Tewari et al. ([n.d.]) [77] - v - n/al!
Raja et al. (2018) [54] v - - Personal assistant?
Manawadu et al. (2016) [42] - - v Route selection, parking, speed, turning, overtaking, merging, lane changing
Ma and Du (2017) [38] - - v Music player

Functions not specified (e.g., gesture recognition experiment); 2Proposal only, functions were not implemented into an actual system.

REFERENCES

[1] B.I Ahmad, C. Hare, H. Singh, A. Shabani, B. Lindsay, L. Skrypchuk, P. Langdon,

and S. Godsill. 2018. Selection Facilitation Schemes for Predictive Touch with

Mid-Air Pointing Gestures in Automotive Displays. In AutomotiveUI '18. ACM.

B.I. Ahmad, P. M. Langdon, S. J. Godsill, R. Hardy, E. Dias, and L. Skrypchuk. 2014.

Interactive Displays in Vehicles: Improving Usability with a Pointing Gesture

Tracker and Bayesian Intent Predictors. In AutomotiveUI "14. ACM, 1-8.

B. I. Ahmad, J. Murphy, P. M. Langdon, and S. J. Godsill. 2014. Filtering per-

turbed in-vehicle pointing gesture trajectories: Improving the reliability of intent

inference. In WMLSP °14. 1-6. https://doi.org/10.1109/MLSP.2014.6958860

[4] B.1. Ahmad, J. K. Murphy, P. M. Langdon, S. J. Godsill, R. Hardy, and L. Skrypchuk.
2016. Intent Inference for Hand Pointing Gesture-Based Interactions in Vehicles.
IEEE T. Cybernetics 46, 4 (2016). https://doi.org/10.1109/TCYB.2015.2417053

[5] A. Aiordichioae, R.-D. Vatavu, and D.-M. Popovici. 2019. A Design Space for

Vehicular Lifelogging to Support Creation of Digital Content in Connected Cars.

In EICS °19. ACM. https://doi.org/10.1145/3319499.3328234

M. Alpern and K. Minardo. 2003. Developing a Car Gesture Interface for Use as

a Secondary Task. In CHI EA "03. ACM, New York, NY, USA, 932-933. https:

//doi.org/10.1145/765891.766078

[2

(3

=

l6

=

[7] 1 Alvarez, A. Martin Hammond, J. Dunbar, J. Taiber, D.-M. Wilson, and J. E.
Gilbert. 2010. Voice Interfaced Vehicle User Help. In AutomotiveUI '10. ACM,
42-49. https://doi.org/10.1145/1969773.1969782

[8] L. Angelini, . Baumgartner, F. Carrino, S. Carrino, M. Caon, O. A. Khaled, J. Sauer,
D. Lalanne, E. Mugellini, and A. Sonderegger. 2016. A Comparison of Three
Interaction Modalities in the Car: Gestures, Voice and Touch. In IHM ’16.

[9] L. Angelini, F. Carrino, S. Carrino, M. Caon, O.A. Khaled, J. Baumgartner, A.
Sonderegger, D. Lalanne, and E. Mugellini. 2014. Gesturing on the Steering
Wheel: A User-Elicited Taxonomy.

[10] L. Angelini, F. Carrino, S. Carrino, M. Caon, D. Lalanne, O. A. Khaled, and E.
Mugellini. 2013. Opportunistic Synergy: A Classifier Fusion Engine for Micro-
Gesture Recognition. In AutomotiveUI ’13. 8. https://doi.org/10.1145/2516540.
2516563

L. Arce-Plevnik, A. Cohen, and T. Shor. 2016. IoT in Automotive Industry:
Connecting Cars. Nanotechnology and Nanosensors (04 2016).

[12] L.-B.Bilius. 2020. A Smartwatch-based User Interface for In-Vehicle Interactions.
In DAS °20.

L. Bourmeyster, J. Chetoni, S. Cucchi, N. Griggio, A. Guido, G. Moroni, A. Riccio, M.
Stanzani, and F. Valente. 1996. Voice controlled mobile phone for car environment.

[11

(13


https://doi.org/10.1109/MLSP.2014.6958860
https://doi.org/10.1109/TCYB.2015.2417053
https://doi.org/10.1145/3319499.3328234
https://doi.org/10.1145/765891.766078
https://doi.org/10.1145/765891.766078
https://doi.org/10.1145/1969773.1969782
https://doi.org/10.1145/2516540.2516563
https://doi.org/10.1145/2516540.2516563

IMX ’20, June 17-19, 2020, Cornella, Barcelona, Spain

Bilius and Vatavu

Table 2: A synopsis of prior work addressing voice input inside the vehicle.

Reference Main contribution Controlled car functions, devices, systems, digital content and media
System Recognition Interaction
method technique
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Kim et al. (2019) [32] - v Infotainment system: play music, navigation

Wong et al. (2019) [88] - -
Reimer et al. (2014) [55] - -

Kujala and Grahn (2017) [34] -

v
v
Roider et al. (2018) [60] - - v
v

Tamoto and Itou (2019) [74] - v
Khan et al. (2017) [31] v
Tsurufuji et al. (1991b) [80] -
Fissore et al. (1992) [24]
Bourmeyster et al. (1996) [13]
Zheng et al. (2008) [91]

Hassan et al. (1993) [27]

Chung and Chen (2001) [16]
Manabe and Imamura (2018) [41]
Tombeng et al. (2018) [78]
Faubel et al. (2011) [23]

AN NS

N

Lei et al. (2019) [36] - v -

Driving instructions (turn left, slow down), request traffic info
Radio, navigation

Navigation, phone calls

Find addresses and contact information, play music
Voice-based authentication

Car functions (start, stop car), navigation, wipers, radio?
Car audio system

Voice dialing

Control of the mobile phone (personal agenda)

Radio, CD player, navigation, phone calls, climate control
Security system

Application of car cellular phone?

Navigation

Engine, car lock, car windows

n/al
n/al

Functions not specified (e.g., voice recognition experiment); >Proposal only, functions were not implemented into an actual system.
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