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ABSTRACT

Augmented Reality Television (ARTV) can take many forms, from
AR content displayed outside the TV frame to video-projected TV
screens to social TV watching in VR to immersive holograms in the
living room. While the user experience (UX) of individual forms
of ARTV has been documented before, “journeys” as transitions
between such forms have not. In this work, we examine the UX of
watching TV when switching between various levels of augmenta-
tion. Our findings from an experiment with fourteen participants
reveal an UX characterized by high perceived usability, captivation,
and involvement with a low to medium workload and a moderate
feeling of dissociation from the physical world. We interpret our
results in the context of Garrett’s established five-plane model of
UX—strategy, scope, structure, skeleton, and surface—and propose
a sixth plane, “switch,” which separates conceptually the design of
user journeys in ARTV from the specifics of the other UX planes.
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1 INTRODUCTION

Augmented Reality Television (ARTV) is the realm of computer
engineering, interaction design, and media production where tele-
vision meets Augmented Reality (AR), Virtual Reality (VR), and
other types of computer-generated and mediated worlds [67,77].
At this confluence, ARTV delivers more than the sum of its parts by
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hybridizing AR/VR and televised content in a process where each
intensifies the other towards new entertainment experiences for the
living room [23,63] and beyond [57,58]. In this process, ARTV can
take many forms supported by a variety of computer technology,
including personal devices for mobile AR [4,18,36], video projec-
tion systems for spatial AR [35,73], and head-mounted displays
(HMDs) for immersive AR and VR [80,81], enabling a diversity of
opportunities for augmented movies, sports, news, and other TV
genres [63]. In fact, in their comprehensive examination of what
is ARTV, Vatavu et al. [77] concluded: “We found that ARTV can
be many things and that prior work has implemented it in various
ways, from on-TV augmentations to off-TV content visualized via
AR-enabled hand-held devices, HMDs, wall- and room-sized pro-
jections, and holograms. By drawing from the various perspectives
and key properties that we examined, we can conclude that ARTV
reveals itself as a specific type of experience, immersion, media, ser-
vice, and gateway for televised content” [77, p. 9] (emphasis ours).
The keyword from this quote, which encompasses the multitude of
manifestations and nuances of ARTV, is “experience.”

The user experience (UX) of ARTV has been examined from di-
verse perspectives. Prior work has documented users’ preferences
for ARTV scenarios [63], such as supplementary content displayed
outside the TV frame, movie characters coming out of the TV into
the room, and hologram displays of friends from remote locations
watching the same TV broadcast. Other studies have elicited intu-
itive interactions for video-projected TV screens [73], documented
user perception of AR holograms shown next to the TV [81], and
reported levels of engagement with ARTV [68], among other UX
constructs. In this context, knowledge about how to design the
UX of ARTV has been growing steadily, but the prior work has
focused on understanding the UX of specific forms of ARTV out of
a multitude and, thus, design knowledge exists only with respect
to specific UX out of a multitude of possible ARTV experiences.

Beyond the UX of specific forms of ARTV that have been ex-
amined in the scientific literature [35,63,64,68,74,81], the concep-
tual structure and medium of a continuum [77] invites to transi-
tions between its points. By capitalizing on Milgram et al.’s [47,48]
Reality-Virtuality axis, the ARTV continuum of Vatavu et al. [77]
can support the design of such transitions as “UX journeys” that
take users from one form of ARTV to another and, thus, engage
them in new TV watching experiences. For example, consider a
user watching a soccer game broadcast on the TV screen from their
living room. The user activates the display of additional content in
AR, such as information about the two teams or the silhouette of
a live sports commentator shown next to the TV screen rendered
with a video projection [42,73] or through a HMD [68,80]. Replays
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of key moments from the game can be summoned in the form of
immersive holograms in the living room, unfolding the action of
the game from different viewpoints [14], e.g., of the striker, the goal-
keeper, or the referee. After watching the replay, the user switches
back to the conventional TV screen format. Another example is a
user watching a mystery TV show, where reminders about the char-
acters’ pasts, relationships, or clues about the crime are available
for inspection next to the TV screen. At some point, the user may
wish to rewatch the context in which a specific clue was discovered,
so they point to that clue to summon virtual screens that popup in
mid-air showing the timeline of relevant events. The user may also
wish to invite a friend, from a remote location, who is watching the
same show [74], to discuss the turn of events created by a newly
discovered clue. The friend joins through holoportation [55] and
appears as if they were present in the same physical space.

Such transitions between different points of the ARTV contin-
uum [77] offer flexible control of user immersion and engagement
with content during TV watching with a distinctive UX that has
not been examined before. In this work, we focus on understanding
the UX of such journeys. Our practical contributions are as follows:

(1) We report findings from a controlled experiment conducted
to examine the UX of ARTV journeys represented by transi-
tions among four forms of ARTV rendered with HoloLens:
virtual TV screen, AR content shown outside the TV frame,
AR content floating in the room between the TV screen and
the user, and an augmented living room with immersive TV.
Our results reveal an UX characterized by high perceived
usability, low to medium workload, high captivation and
comprehension, and high perceived involvement with the
content, complemented by a moderate feeling of transporta-
tion and dissociation from the physical world.

(2) We employ Garrett’s [21] established five-plane model of UX
to discuss our results, and propose a new plane called “switch”
that conveniently separates at a conceptual level the UX of
transitions in the ARTV continuum from the other planes of
UX—strategy, scope, structure, skeleton, and surface.

2 RELATED WORK

We relate to prior work on ARTV, and focus on the UX reported
by prior user studies examining specific forms of ARTV. We also
present the ARTV continuum [77], on which we build in this work
to evaluate the UX of journeys in this continuum.

2.1 Augmented Reality Television

ARTYV has been implemented in various forms and with various
supporting technology. Applications for mobile devices, such as
smartphones and tablets, represent one of the most common im-
plementation of ARTV, where users hold up their mobile device to
see additional content superimposed on the video feed of the TV
set. Examples include Augmented TV [36], Augmen.tv [18], Mixed
Reality TV Mozaik [4,20], and Hypervideo [9]. In these implemen-
tations, the mobile device acts as a “window on the world” (WoW)
display, in Milgram and Kishino’s [48] sense. Other implementa-
tions use the TV screen to display additional content, such as InAir
TV [32], LinkedCulture [53], and Audience Silhouettes [74]. Other
scenarios do away with the conventional TV screen completely, and
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the mobile device represents the window to content that appears to
be present in the living room [85] or outdoors [57,58]. HMDs have
also been employed to augment the TV watching experience. For
example, the Mixed Reality TV Mozaik [4] runs on HoloLens as well
as on a smartphone, TV+HoloLens [80] displays a sign language
interpreter next to the TV, and Saeghe et al. [68] used HoloLens to
synchronize holograms with televised content. Other implementa-
tions of ARTV have employed video projections, either on the wall
behind the TV [35,42,72,73] or in the entire room [34]. Examples
include Point & Click [72], a spatial AR system enabling users to
position virtual TV screens on the wall behind the conventional TV
set, llumiRoom [35] and ExtVision [38] that expand the content
shown on the TV with video projections on the wall behind it,
Smart Wallpaper [7] for electronic wallpaper that can also show TV
content, and the Around TV [73] spatial AR system with a graphical
user interface composed of virtual TV screens, menus, and control
widgets video projected on the wall behind the TV set. Some sys-
tems have combined multiple displays, such as screens, walls, and
interactive tables [42,76], and everyday objects as new media [31]
to enrich the TV watching experience. For more information, we
refer to Saeghe et al.’s [67] review of ARTV themes.

2.2 Defining and Formalizing UX

UX has been defined generically as the experience encompassing
the many aspects involving a specific product or service. For ex-
ample, Norman and Nielsen [54] summarize UX as “all aspects of
the end-user’s interaction with the company, its services, and its
products” and a broader concept than usability, and the ISO [33]
standards define UX in the context of human-centered design for
interactive systems as “user’s perceptions and responses that result
from the use and/or anticipated use of a system, product or service”
UX process methodology has known variations, from requirements-
based [21] to agile, outcome-based [24] to design sprints [40]. A
classic formalization of UX comes from Garrett [21] that proposed
a five-plane model. In this model, the five planes or elements of
UX are: strategy (user needs and product objectives), scope (func-
tional specifications and content requirements), structure (interac-
tion design and information architecture), skeleton (interface design,
navigation design, and information design), and surface (sensory
design). Although Garrett’s model was introduced in the context of
web sites and software, it was also generically formulated to apply
to products and services of many kinds [21, p. XIII] with the main
stated goal to generate new product and value opportunities by
capitalizing on understanding human behavior. In a 2021 article
addressing the current state of UX practice, Garrett [22] reiterated
on this goal: “The implicit promise of UX for many of us was a
burgeoning philosophy of management by inquiry and insight, in
which new creative explorations would lead to new questions about
human behavior, which in turn would drive the definition of new
product and value opportunities” To the best of our knowledge,
Garrett’s [21] model has not been employed to examine the UX of
ARTYV; see the next subsection.

2.3 The User Experience of ARTV

Prior work has reported the UX of ARTV from a diversity of per-
spectives and employed a wide range of UX constructs. For instance,
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the UX of ARTV involving content displayed outside the TV frame
was described as “useful [...], fun [...], desirable [...], informative
[...] and with good opportunities to enable social interaction” [63, p.
276] and, in other study, “novel, stimulating, aesthetically appealing
and perspicuous” [68, p. 260], while some types of AR content, such
as virtual characters, were found “unsettling” [68, p. 259]. The UX
of on-TV display of remote viewers in the form of audience silhou-
ettes was perceived “creative [...], fun [...], friendly [...], entertaining
[...], connected [...], innovative [...], attractive [...], and collaborative
[...]” [74, p. 19], enabling an enjoyable social TV watching expe-
rience. The UX of an AR hologram of a sign language interpreter
displayed outside the TV frame was “distracting,” but also “natural
and afforded a sense of completeness” [81, p. 10]. Also, the UX of
watching TV in VR revealed “significant improvements regarding
participant’s media immersion, engagement, and enjoyment in a
shared experience” [46, p. 33:50] compared to a conventional TV.

These findings show that different UX are delivered directly by
different types of AR content designed for television, but also indi-
rectly by the UX of the AR/VR technology to render that content.
Regarding the former, Popovici and Vatavu [61,63] reported rank-
ings of twenty ARTV scenarios by analyzing the preferences of 172
respondents. In a follow-up study [64], the effect of culture tran-
spired in a different ranking of those scenarios with respondents
from China, indicating the importance of acknowledging the partic-
ularities of individual cultures for successful UX of ARTV designs
that are favorably received by end users. Also, different technology
to render ARTV can lead to different UX. For example, Vinayag-
amoorthy et al. [81] reported potential adoption barriers for HMDs,
including physical discomfort of wearing them. Holding a mobile
device pointed at the TV [4,9,18] will eventually lead to experienc-
ing arm fatigue, but if the fatigue aspects could be mitigated with
appropriate interaction design, mobile ARTV applications are likely
to integrate well the second-screen TV watching paradigm [16,43].

Prior work has employed a diversity of UX constructs and corre-
sponding measures to document the UX of ARTV, including mea-
sures of attention [68,81], distractedness [74], perceived synchro-
nization between the TV and AR content [81], aesthetic appeal [68],
perceived usability [68,74], usefulness [63,64,74], engagement [46,
68], immersion and presence [46], desirability [63,64,74], enjoy-
ment [74], social interaction [46,63,64,74], and novelty [63,64,68].
These measures are useful to describe various facets of UX, a com-
plex phenomenon encompassing many aspects [33,54].

2.4 The ARTYV Continuum

Vatavu et al. [77] introduced the “ARTV continuum,” a conceptual
space that describes possible augmentations of the TV (i.e., from a
physical TV screen to a virtual one) and of the physical world (i.e.,
the living room, either physical, virtual, or mixed). The two axes
of the ARTYV space represent instances of Milgram et al.’s [47-49]
Reality-Virtuality continuum applied to the TV and world, respec-
tively. The origin of the continuum is the conventional TV set in a
physical world with no augmentation, and the top right corner is
watching TV in a VR environment. Between these two extremes,
various forms of ARTV can be specified, characterized, and com-
pared, including all of the systems discussed in Subsection 2.1; see
Vatavu et al. [77] for more examples and an in-depth discussion.
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By establishing its foundation on Milgram et al.’s [47-49] Reality-
Virtuality axis, the ARTV continuum captures all possible ways to
augment the TV watching experience, where the TV and world
can be augmented separately, but also conjointly. This quality prop-
erty enables a wide range of possibilities for practitioners to create
diverse UX. The relation between the Reality-Virtuality axis and
the experience of observing augmented content at various sen-
sory levels was made explicit by Skarbez et al. [70] in a revised
interpretation of Milgram et al.’s concept of mixed reality, from an
environment in which “real world and virtual world objects are
presented together within a single display” [48, p. 1322] to one in
which “real world and virtual world objects and stimuli are pre-
sented together within a single percept” [70, p. 4]. According to this
interpretation, the ARTV continuum equally specifies not just a
multitude of possibilities of ARTV systems, but also a multitude
of ARTV experiences resulting from the perception of integrated
TV and AR content, among which the ones mentioned in Subsec-
tion 2.3. In this context, the ARTV continuum represents the basis
for designing the UX of transitions between various forms of ARTV.
Our experiment, presented next, examines such experiences.

3 EXPERIMENT

We conducted a controlled experiment to understand the UX of
ARTV journeys. To this end, we employed the ARTV continuum [77]
as the theoretical support and conceptual setting for specifying jour-
neys in our experiment. In this continuum, augmentation of the
physical world (e.g., the living room where the user is located) con-
joins augmentation of the TV (the nature of the TV itself, from a
physical electronic device to a virtual screen to screenless holo-
grams) to generate a multitude of ARTV forms, from which we
select several as our experimental conditions. We define a journey
in the ARTV continuum as a transition between two points from
the continuum implemented by the conditions of our experiment.

3.1 Participants

Fourteen volunteers (9 men, 5 women), representing young adults
between 19 and 34 years (M=25.9, SD=5.4), participated in our study.
Their self-reported average daily time dedicated to watching TV
and video streaming platforms was between 1 and 7 hours (M=3.1,
SD=2.0), and the most preferred TV genres were documentaries
(71.4%), science & technology shows (64.2%), movies (57.1%), news
(50%), and comedy/sitcoms (50%), respectively. Three participants
reported having used HMDs before our study, and one participant
reported having played Pokémon Go on their smartphone. More
details about our sample of participants are presented in Figure 1.

3.2 Design

Our experiment was a within-subjects design with one factor, ARTV-
SCENARIO, ordinal variable with five conditions representing in-
creasingly progressing augmentations of the world with TV content,
from no augmentation (scenario no. 0, our control condition) to fully
immersive ARTV (scenario no. 4, the augmented-living-room):

(0) The control condition is represented by watching a conven-
tional TV screen with no AR content.

(1) Virtual-screen reproduces the form factor of the TV screen
from the control condition with a virtual TV placed in the
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Figure 1: Participants’ demographic details, TV watching profiles, and experience with AR/VR.

physical world and rendered by a HMD. The TV screen is
the only virtual object from the AR scene.

(2) Off-screen-augmentation, where some of the content is dis-
played around the virtual TV screen.

(3) Off-screen-augmentation-more, where some of the content
is displayed both around the virtual TV screen and in the
room, between the TV and the user. More augmentations
are present compared to condition (2), i.e., more characters
and more of the scenery are displayed outside the TV frame.

(4) In the augmented-living-room condition, the user is fully
immersed in the AR content and there is no TV form factor.

Figure 2 positions these scenarios in the ARTV continuum, along
with other research prototypes and commercial applications of
ARTV, discussed in Section 2.1, included for context. The four
ARTYV scenarios that we chose for our experiment cover areas from
the ARTV continuum that have been little examined before, such
as the center (majoritarily targeted for immersive video game expe-
riences [28,34] and little for TV) and the top part of the continuum
involving virtual TVs with flexible form factors [72]. Condition no.
1, virtual-screen, implements a simple form of ARTV, i.e., in Mark
Zuckerberg’s words from the Facebook F8 Developer Conference
of 2017, “You want to watch TV? We could put a digital TV on that
wall and instead of being a piece of hardware, it’s a $1 app, instead
of a $500 piece of equipment” [71, minute 4:35]. Conditions no. 2
and 3, off-screen-augmentation and off-screen-augmentation-more,
represent instances of Popovici et al.’s [63,64] scenario “I would like
to be able to control and interact with AR content displayed around
or in front of the TV set,” which ranked first in a multi-cultural
study with 319 participants. Condition no. 4, augmented-living-room,
draws inspiration from highly immersive video games [28,34].

3.3 Apparatus

We developed a HoloLens application starting from an open-source
Unity/Blender project! featuring a short animation in VR, to which
we added a custom C# script to implement the four augmentations

Thttps://gitlab.com/avinash-vadlamudi/Animation_Movie

represented by the conditions of the ARTV-ScENARIO independent
variable. The topic of the VR movie was planet Earth in danger,
while the human kind joined forces with an alien species to save it.
The Unity scene consisted of a total number of thirty-eight GameOb-
jects,? of which we employed three (7.9% of the content) for the
off-screen-augmentation ARTV scenario, seven (18.4% of the con-
tent) for off-screen-augmentation-more, and all of the virtual objects
for augmented-living-room. We implemented transitions between
all of the ARTV scenarios, where the scenarios can be seen as the
nodes of an undirected graph; see Figure 3 for a visual illustration.
To transit from one form of ARTV to another, we employed the nu-
merical keys “1” to “4” of a Bluetooth keypad connected to HoloLens.
The experiment took place in a physical space of approximately
4mx4m in a controlled laboratory setting; see Figure 4.

3.4 Task

After signing the consent form, participants filled out a question-
naire with demographic information and reported their daily time
spent watching TV and online streaming platforms (Figure 1). Be-
fore using our HoloLens application, participants were invited to
sit on a chair placed at about 4m from a conventional TV screen (a
55-inch Samsung UE55D display), on which they watched a short,
90-second movie® generated from our Unity VR scene represent-
ing the control condition of the ARTV-SCENARIO variable. Then,
the participants were presented with the HoloLens HMD and our
application. They were asked to rewatch the movie, which was
augmented with new content represented by new scenery and char-
acters, according to the various conditions of ARTV-ScENARIO, and
to perform transitions between the different types of augmenta-
tions at will as long as they were paying attention to the action of
the movie. Overall, the participants needed between 2.2 and 10.2

2Fundamental objects in Unity that represent characters, props, and scenery; see
https://docs.unity3d.com/Manual/GameObjects.html.

3 A duration that we chose in accordance to prior studies [68,74,81] that employed
video clips of approximately 2, 3, and 5 minutes, respectively. According to Hawkins
et al’s [29] “hazard look” function, i.e., the probability that focused looks at television
persisting a given length will terminate in the next half second, between 6 and 15
seconds are needed for engaged looks, while staring looks install after 15 seconds.


https://gitlab.com/avinash-vadlamudi/Animation_Movie
https://docs.unity3d.com/Manual/GameObjects.html

The User Experience of Journeys in the Realm of Augmented Reality Television IMX °22, June 22-24, 2022, Aveiro, B, Portugal

The TV is virtual, |
the world is |
; augmented

A The TV s around the TV [l
virtual, the and in the room

i augmented
around the TV m

The world

is real and
the TV is
virtual

e CINEVEO, Convrge Cinema,
Oculus TV, CINEVR, BigScreen

. IP int & Click VR, Plex VR, Netflix VR, Prime
(\zgvu o = Virtual world, Video VR, CMOAR VR Cinema,
X TV+HololLens (Vinayagamoorthy et . virtual TV Disney Movies VR
Real world, physical TV set al,, 2019), Multi-Device MR TV :E, el e
with off-TV augmentation (Baillard et al,, 2017), MR TV Mozaik  _, 3 ) ‘ -
ff g th (Fradet et al, 2017), Augmented TV S k-. virtual TV The world is augmented and
in'the room (Kawakita & Nakagawa, 2014)  § 8 integrates the TV there is no
; 4 conventional TV form factor
- = rl_ [ ] {
. 2
. llumiRoom (Jones et al, 2013), == £ War Children (Zimmer et al.,, 2018
Re_a[ world, phySICG[ v set Around-TV (Vatavu, 2013), ExtVision ; .q RoomAlhve* (J(ones et al, 2014), )
with off-TV augmentation (Kimura & Rekimoto, 2018), ScreenX }_,,l RealityCheck* (Hartmann et al, 2019)
around the TV (eeeral, 2017)  i5 | “for video games
Philips Ambilight e— & .
i Ih = A
. Audience Silhouettes (Vatavu, 2015), e—» .
Real world, physical TV set CollaboraTV (Nathan et al, 2008), ri Real Wodd’ / Vlrwq[ W?r[d’
with on-TV augmentation LinkedCulure (Nixon et al, 2015) | conventional TV conventional TV

L Physical TV [A_ZE [
(control condition) World Reality-Virtuality continuum

Figure 2: The conditions of our experiment positioned in the ARTV continuum [77]. Note how the left part of the continuum,
involving conventional TV screens, is crowded with applications [4,20,35,36,41,51,53,72-74,81] as is the top-right corner rep-
resenting watching TV/cinema in VR [2,10,15,17,19,30,50,52,59,60], but not the rest of the continuum. In this landscape of
ARTYV research prototypes and commercial applications, we target ARTV scenarios that have been little examined before, i.e.,
in the center of the ARTV continuum as well as augmentations involving virtual TV screens from the top of the continuum.
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Figure 3: Twelve possibilities to transition between the four types of TV augmentations considered in our experiment, e.g.,
when moving from condition 1, virtual-screen to condition 3, off-screen-augmentation-more some of the characters and scenery
exit from the virtual TV screen and are shown around the screen and in the room between the TV screen and the user.

minutes (M=5.2, SD=2.3) until they confirmed that they understood questionnaire collected measures of their experience; see next. On
the action, at which point the experiment ended. A post-experiment average, the experiment lasted 54 minutes (SD=20.7) per participant.
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3.5 Measures

We used a post-experiment questionnaire to collect various UX
measures, representing the dependent variables in our experiment,
for which we drew inspiration from prior studies about ARTV [35,
46,63,64,68,74,81]. The measures capture diverse aspects of the ben-
efits subjectively perceived by our participants regarding various
forms of ARTV, e.g., ease of watching and the quality of ARTV being
more fun compared to the control condition, among other UX con-
structs. We collected perceived benefits as agreement/disagreement
reactions to the statement “Compared to the physical TV screen,
the [name of the scenario] is [description of benefit],” as follows:
o EAsy-To-WATCH, binary variable, representing the reaction
to the statement “Compared to the physical TV screen, the
[name of the scenario] is easier to watch.”
e INTERESTING, binary variable, corresponding to the “more
interesting” description over the control condition.
e FuN, corresponding to the “more fun” description.
o INFORMATIVE, corresponding to “more informative.”
o ENGAGING, corresponding to “more engaging with the TV

We also measured ADOPTION-INTENTION, a rating specifying the
extent to which participants desired to have each of the ARTV-
ScENARIOS at home, which we collected with a 5-point Likert scale
with items ranging from 1 (“not at all”) to 5 (“very much”).

Besides the above measures that were collected for each ARTV-
SCENARIO, we also employed the following tests to understand the
overall experience of transitions between scenarios:

e UsaBILITY, measured with the System Usability Scale [13].
SUS consists of ten statements that elicit the degree of agree-
ment using 5-point Likert scales with items from 1 (“strongly
disagree”) to 5 (“strongly agree”). Answers are aggregated
into a score between 0 (low usability) and 100 (perfect).

e DESIRABILITY, measured with the Microsoft Reaction Cards [8]
method. Participants were asked to describe their experience
with ARTV journeys using any number of words from a large
list (N=118), such as “attractive,” “easy to use,” “desirable,”
“exciting,” “confusing,” “overwhelming,” “distracting”; see [8].

o Task-LoaD, measured with the NASA TLX test [27]* to col-
lect participants’ subjective ratings of perceived workload on
six dimensions (mental demand, physical demand, temporal
demand, performance, effort, and frustration). TLX returns
a score from 0 (low) to 100 (high perceived workload).

o IMMERSION, measured with Rigby et al’s [65] Immersive
Experience Questionnaire for Film and TV (Film IEQ) for
evaluating video viewing experiences in immersive envi-
ronments. The test consists of 24 questions, e.g., “To what
extent did the movie, TV show, or clip hold your attention?
evaluated with 7-point Likert scales with items from 1 (“very
little”) to 7 (“very much”). We adapted the questions to refer
explicitly to ARTV and prefixed each question with the ex-
pression “Compared to a conventional TV, e.g., “Compared
to a conventional TV, to what extent did the movie watched
in AR hold your attention?,” in order to measure the UX of
ARTV journeys relative to the control condition. We normal-
ized the total score by dividing it to 168 (=24 questions X 7,
the maximum rating for a question), resulting an evaluation
of IMMERSsION from 0 (low) to 100 (high).

e PRESENCE, measured with Witmer and Singer’s [83] pres-
ence questionnaire (PQ v2.0) consisting of 32 questions, of
which we used the 17 questions corresponding to the in-
volvement/control, natural, and interface quality dimensions
that were relevant to our scope.’ Just like for the IMMERSTON
test, we adapted the original questions to refer to ARTV and
our control condition. For instance, the question “How much
were you able to control events?” [83, p.232] was rephrased
to “Compared to a conventional TV, how much were you
able to control events in the AR movie?” We normalized
the total score by dividing it to 119 (=17 questions X 7, the
maximum rating of a question), resulting an evaluation of
PRESENCE from 0 (low) to 100 (high).

We also logged all the transitions performed by our participants
between various ARTV-SCENARIOS, and computed:

*We implemented the test using www.keithv.com/software/nasatlx/nasatlx.html.
>We removed the questions referring to the haptic and auditory dimensions.
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Figure 5: Perceived benefits of ARTV over the control condition (first five bar charts; higher percentages denote higher benefits)
and the adoption intention for each ARTYV scenario (bar chart from the right; higher values denote higher intentions).

o NUMBER-OF-TRANSITIONS, representing the total number of
transitions between the four ARTV-SCENARIOS.

o TRANSITION-BEHAVIOR, representing observed user behavior
during the transitions, for which we identified two patterns:
(i) linear, i.e., scenarios are traversed in order from the most
simple (1) to the most complex (4), and (ii) principal, i.e.,
frequent transitions are made to one of the four scenarios,
to which a participant repeatedly returned.

4 RESULTS

We report our participants’ experience with ARTV. We start by
discussing the UX of each individual ARTV-ScENARIO and the per-
ceived benefits over the conventional TV screen, and continue with
the overall perception of transitions between ARTV scenarios.

4.1 The UX of Individual ARTYV Scenarios

Figure 5 shows participants’ characterizations of their experience
with each of the four ARTV-ScENARIOS in terms of perceived bene-
fits over the control condition represented by watching conventional
TV. Overall, an increase in the perception of benefits delivered by
ARTV can be identified as the level of augmentation increases, with
the augmented-living-room condition scoring highest for the INTER-
ESTING, FUN, INFORMATIVE, and ENGAGING measures. We found sta-
tistically significant effects of ARTV-ScENARIO on EAsy-To-WATCH
(Cochran’s Q(3)=9.923, p=.031), FUN (Q(3)=8.739, p=.026), INFORMA-
TIVE (Q(3)=11.909, p=.007), and ENGAGING (Q(3)=15.429, p=.001),
but not on the INTERESTING measure (Q(3)=7.200, p=.078). Post-hoc
Wilcoxon signed-rank tests conducted between pairs of progres-
sively increasing augmentations (i.e., scenarios no. 1 and 2, 2 and 3,
and 3 and 4, respectively) detected no statistically significant dif-
ferences (Bonferroni-corrected level of significance ¢=.05/3=.017),
likely because of our small sample (N=14). Nevertheless, the main
statistically significant effects are visible in Figure 5: more augmen-
tations are perceived more interesting, fun, informative, and engag-
ing compared to the control condition. Also, a Friedman test showed
a statistically significant effect of ARTV-SCENARIO on ADOPTION-
INTENTION ()((23):21.939, p<.001) with the augmented-living-room

scenario eliciting the most interest (Mdn=5, M=4.40, SD=0.94) and
virtual-screen the least (Mdn=2.50, M=2.57, SD=1.34). Wilcoxon
signed-rank tests (Bonferroni corrections at #=.05/3=.017) revealed
a significant difference between scenarios no. 3 and 4 (p=.008), but
not between 1 and 2 or 2 and 3, respectively.

4.2 The UX of Journeys in the ARTV
Continuum

Besides examining specific ARTV scenarios, we are interested in the
UX of transitions between those scenarios. To this end, we report
UsABILITY, IMMERSION, PRESENCE, and TASK-LoAD; see Figure 6.
The average SUS score was 80.2 (SD=12.1), a high value falling
under the forth quartile, the “acceptable” range, and between “good”
and “excellent” levels of usability, respectively, according to Bangor
et al.’s [6] acceptability ranges and adjective ratings for interpret-
ing SUS scores; see Figure 6, top left. Perceived TAsk-LoAD was
overall low (M=37.2, SD=19.3), with the lowest score obtained on
the frustration subscale (M=17.5) and the highest on mental de-
mand (M=45.4); see Figure 6, top right. To put the TLX results into
perspective, our scores fall in the second quartile of a distribution
of over one thousand TLX scores reported in academic publica-
tions [25], in the second quartile for computer activities, the first
quartile for video game tasks, and the first quartile for cognitive
tasks, respectively, denoting an overall low to medium perceived
workload; see Grier’s [25] meta-analysis of NASA TLX scores.
The average perceived IMMERSION was 67.9 (SD=11.3), situated in
the second part of the measuring scale towards high immersion. The
subscales of the IMMERSION experience, illustrated in Figure 6, bot-
tom left, revealed high scores for captivation (M=72.7), representing
viewer’s enjoyment, how interested they were, and their motivation
during ARTV journeys, and high comprehension (M=71.9), denoting
how well the concepts and themes of the presented content were un-
derstood. The real-world dissociation and transportation subscales of
the IMMERSION experience revealed lower scores (M=55.4 and 60.8,
respectively), indicating that viewers were aware of their real-world
surroundings and felt they were located in the augmented world
in a moderate manner. The average PRESENCE was 69.6 (SD=10.1),
situated in the second part of the measuring scale towards high
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Figure 6: Perceived usability, workload, immersion, and presence for ARTV journeys compared to the conventional TV screen.
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Figure 7: Word cloud describing the experience with ARTV journeys (N=264 words), generated using www.wordclouds.com.

levels of perceived presence; see Figure 6, bottom right. We found
a relatively high perception of involvement with the virtual world
(M=74.3) and of the extent to which interactions felt natural and
the virtual world consistent with the physical reality (M=68.4). The
interface quality subscale, representing the extent to which the par-
ticipants felt able to concentrate on the task and were not distracted
by controls/displays, indicated a moderate experience (M=54.7).
The positive UX of ARTV indicated by these measures is sup-
ported by the adjective descriptions obtained with the Reaction
Cards test [8]. Figure 7 shows a word cloud generated from our
participants’ characterization of their experience with ARTV jour-
neys. Out of a total of 264 words (M=18.8 words per participant),
93.9% had positive connotations, such as “attractive” (13 out of the
14 participants) “useful” (11/14) “creative” (9/14), “fun” (9/14), “ex-
citing” (8/14), “comfortable” (7/14), or “impressive” (6/14), to name
a few. A small number of 16 words (6.1%) described a more neg-
ative experience for some of the participants, such as “complex”

(5/14), “overwhelming” (2/14), “confusing,” “distracting,” and “time-
consuming” (1/14), respectively. Overall, the experience with ARTV
journeys was positively appreciated.

To complement these results obtained with self-reported mea-
sures, we looked at participants’ transition behavior between the
various ARTV-SceNARIOs (all the possible transitions are illus-
trated in Figure 3). Overall, our participants performed a total
number of 158 transitions (M=11.3, SD=5.8). Most of the transi-
tions occurred between scenarios no. 1 and 2, virtual-screen and
off-screen-augmentation (48/158=30.4%), followed by scenarios no.
2 and 3, off-screen-augmentation and off-screen-augmentation-more
(44/158=27.8%), and scenarios no. 3 and 4, off-screen-augmentation-
more and augmented-living-room (31/158=19.6%), respectively (both
directions are counted, e.g., from scenario 3 to 4 and from 4 to 3);
see Figure 8. This result suggests a tendency for a linear zapping,
where participants transitioned most frequently between neigh-
boring scenarios in terms of their level of augmentation, e.g., the
sequence “1-2-3-4-2-3-1-2-3-4” for participant P4 and “1-2-3-4-1-
2-3-1-2-3-4-3-2-1-2-3-4” for Py. We observed the linear zapping
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behavior for twelve participants (12/14=85.7%). A number of 35
transitions (35/158=22.2%) were not linear, such as between scenar-
ios no. 1 and 4, virtual-screen and augmented-living-room (10.1%),
scenarios no. 1 and 3, virtual-screen and off-screen-augmentation-
more (7.6%), and scenarios no. 2 and 4, off-screen-augmentation-more
and augmented-living-room (4.5%). We characterize these behaviors
with the term primary in relation to the primary layout examined by
Vatavu and Mancas [75] for multi-screen TV, where one screen acts
as the main screen catching most of the viewer’s attention, while
the other screens are satellites to the primary screen. The main
characteristic of the primary zapping behavior observed for ARTV
journeys is returning repeatedly to one scenario, such as Ps returned
to scenario no. 2, off-screen-augmentation during their journey “1-
2-1-2-3-2-4, and Py returned repeatedly to the pair of scenarios
3 and 4, off-screen-augmentation-more and augmented-living-room,
during their journey “1-3-4-1-2-3-4-3-4-2-1-4-3-2-1-2-3-4”

5 DISCUSSION

Our findings revealed a UX of ARTV characterized by high per-
ceived usability, low to medium workload, high captivation, compre-
hension, and involvement with the content that was complemented
by a moderate feeling of transportation and dissociation from the
physical world in accordance with the characteristic feature of AR
to add to the physical world instead of completely immersing the
user in a substitute reality [3,48]. In the following, we examine
these findings with Garrett’s [21] model of UX; see Subsection 2.2
for a discussion of Garrett’s model in context.

5.1 ARTYV and Garrett’s UX Five-Plane Model

From the most abstract to the most concrete, the five planes from
Garrett’s [21] model of UX are strategy, scope, structure, skeleton, and
surface, covering the UX process from user needs and organization
goals to visual aspects of the finished product.

5.1.1 Strategy. At this level, user needs and product objectives are
specified. The user profile that we addressed in this work was that
of young adults, generally more willing to adopt and use new com-
puter technology, including AR/VR, compared to other age groups.
Although our findings are limited to this group alone, they show a
distinctive experience of ARTV compared to the control condition
of the conventional TV screen, and set the foundation for more
investigations in this direction. Future explorations should include
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other user segments, such as older adults [12,56], people from dif-
ferent cultural backgrounds [64] and with various abilities [62] to
extend our findings about the UX of ARTV. Also, ARTV journeys
are interesting to examine in longitudinal studies to better under-
stand user needs for ARTV and to clearly specify organization-level
objectives, e.g., business goals, at the strategy plane.

5.1.2  Scope. Functional specifications and content requirements
for the product are located at the scope level. Our focus was on
journeys in the ARTV continuum, which translates into the func-
tional specification that the ARTV system should allow transitions
from augmentation “A” to augmentation “B,” where “A” and “B” are
identifiable points in the ARTV continuum. However, the corre-
sponding content requirements may be different for “A” and “B,
e.g., how much of the TV content to augment (on the vertical axis
of the ARTV continuum) and how much of the physical world is
augmented (on the horizontal axis); see Figure 2. Also, the expected
level of the augmentation, from a simple visual notification (e.g.,
a popup message rendered in smartglasses about breaking news
on channel “6”) to stylized content to realistic looking scenery and
characters to photometric lighting and reflections integrating the
physical space (e.g., photorealistic content that adopts the lighting
sources from the living room), is an important aspect when design-
ing appropriate vehicles to deliver augmented TV content. This
also includes choices regarding AR/VR display technology, from
simple on-TV augmentations [53,74] to second screens and mobile
devices [4,9,18] to smartglasses and HMDs [4,80,81] to video pro-
jections in the living room [35,42,73]. Important future work is to
outline functional specifications for various regions of the ARTV
continuum together with requirements for the content as well as
the AR/VR rendering technology to deliver that content.

5.1.3  Structure. At this level, user interactions with the system
and the organizational scheme for information that enables users to
move through content are specified. In our experiment, we observed
that some ARTV scenarios, such as virtual-screen and off-screen-
augmentation, favor “lean back” viewing, while others, such as
augmented-living-room, are principally “lean forward” and invite
users to stand up, walk around, and explore the story surrounding
them and unfolding in the room; see Figure 4. Expectations and
needs for interacting with ARTV content are thus different for dif-
ferent types of ARTV as are the needs for the structural design of
the information space to facilitate access to the augmented TV con-
tent. Conjoint explorations of interaction design and information
design, e.g., interactions for lean back and lean forward TV watch-
ing in the context of various levels of augmentations as information
design, are interesting to examine for ARTV transitions.

5.1.4  Skeleton. The skeleton plane defines the form in which struc-
ture becomes concrete and provides users with the ability to do
things (i.e., interface design), to access various parts of the interface
and content (i.e., navigation design), and involves communicating
ideas to the user (i.e., information design); see Garrett [21, p. 109]. In
our implementation, navigation design was kept simple (walking in
the room to explore the augmented content and using the Bluetooth
keyboard as an input modality to implement transitions between
ARTYV scenarios) so that participants could focus on the content.
Input modalities specific to AR/VR environments [11,45], such as



IMX °22, June 22-24, 2022, Aveiro, JB, Portugal

Sensory design

Concrete

Interface, navigation, &
Information design

Interaction design &
Information architecture

Transition design &

Content morphing

Functional specifications
& Content requirements

Scope IEWEE Structure Skeleton  Surface

Strategy

User needs & Product
objectives

Abstract

Pampariu and Vatavu

Sensory treatment of both the interface and content in the finished product.

Interface design regards arranging of Ul elements to enable interaction with the product.
Navigation design allows the user to move through the information architecture. Information
design specifies the presentation of information.

Interaction design specifies how the system behaves in response to the user. Information
architecture specifies the arrangement of content to facilitate human understanding.

Transition design specifies the kinds of journeys that are o
{ possible in the product space. Content morphing describes ARW\

changes in the form in which the content is presented to users.

continuum g

Functional specifications are detailed descriptions of the product features and content
requirements describe the content elements to meet the user needs and product objectives.

User needs are the goals that come outside the organization from people that will use the
product. Product objectives are the organization goals for the product, e.g., business goals.

Figure 9: The new UX plane, switch, which we add to Garrett’s [21] five-plane model, conveniently separates at conceptual level
ARTYV journeys from generic functional specifications and specific aspects of the interaction and arrangement of content.

voice and gesture, should be further examined for more nuanced
interactions during ARTV journeys. For example, interactions de-
signed to control various parameters of ARTV, e.g., perspective
and level of augmentation, or the development of the televised
show towards exploring alternative plots, such as interactive movi-
etelling [26] by recombination of story segments.

5.1.5 Surface. The surface plane addresses the sensory experi-
ence of the user. At this level, characteristics of the virtual content
rendered in the augmented world, such as the level of photoreal-
ism, affect users’ emotional engagement [84]. Our implementation
addressed visual output delivered by HoloLens, but other output
channels are interesting to explore in future work towards multi-
sensory experiences [78] applied to TV and storytelling [1,37,79].
Opportunities for multimodal experiences are already present in
the ARTV continuum [77], for which the axes are open in terms of
the sensory channels targeted by the augmentation; see Milgram
and Kishino [48] for auditory, haptic, and vestibular AR.

5.2 A Sixth Plane for the UX of ARTV Journeys

The previous subsection showed how the ARTV UX can be de-
scribed using Garrett’s [21] five-plane model, and included direc-
tions for future work at the level of each UX plane. However, the
key feature of ARTV journeys implemented by our HoloLens appli-
cation has not been covered by our discussion so far. Such journeys
could be addressed at the structure plane during interaction de-
sign and information architecture design, while the specifics imple-
mented at the skeleton and surface planes. However, we argue that
the need of a distinct UX plane emerges for ARTV journeys because
of the nature of different forms of ARTV involved in the journeys.
These forms actually represent standalone ARTV products that
deliver distinct UX to their users, as our findings from Figure 5
suggest. From this perspective, journeys in the ARTV continuum
are more than an interaction feature to be specified at the structure

plane, but actually a bridge between different ARTV products that
exist in the ARTV continuum, each with their own UX.

To address this aspect, we conceptualize journeys in augmented
worlds at the level of a new UX plane, which we call “switch” to
adhere to the letter “S” terminology employed by Garrett [21], and
which we position between structure and scope; see Figure 9. At the
switch level, a journey describes the capacity of the ARTV system
to present augmented TV content differently and the possibility
for users to control transitions between different augmentations.
We differentiate between “product as functionality” and “product
as information,” following Garrett’s [21] approach. Regarding the
former, we are interested in the types of transitions that are possible
in the ARTV continuum, i.e., “journey design.” Regarding the latter,
the characteristics of the content presented to the user come into
focus to enable morphing from one ARTV form to another, e.g., from
virtual-screen to off-screen-augmentation to augmented-living-room,
constituting “content morphing design.” Although precedents exist
for switching between realities in the VR literature [39,44,48,66,82],
such as Milgram and Colquhoun’s [47] description of journeys
along the Reality-Virtuality axis, they have not been formalized at
the UX level. Moreover, switching is new in terms of understanding
the UX of ARTV, where only specific ARTV scenarios have been
examined; see our discussion from Subsection 2.3.

The switch plane of the ARTV UX is convenient to separate
at a conceptual level the transitional aspect from the more gen-
eral functional specifications and content requirements found at
the scope level and the more specific outlining of interactions and
arrangement of content from the structure level. This conceptual
separation is especially useful when the number of possible jour-
neys is large. For example, our HoloLens application implemented
four types of augmentations representing 12 possible transitions
(Figure 3), which represent just a few of the possibilities offered by
the ARTV continuum [77]; see Popovici et al. [63,64] for twenty
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scenarios of ARTV, which amount to a number of 20x19=380 tran-
sitions. Such specifications can be addressed at the switch plane,
without agglomerating or despecializing scope or structure. More-
over, we estimate that switching between various ARTV scenarios
may have an impact on user attention, where such aspects could
also be addressed at the switch level in correspondence to Bakker
and Niemantsverdriet’s [5] interaction-attention continuum. In this
continuum, interfaces facilitate interaction at varied attentional
levels—focused, peripheral, and implicit—as well as switching be-
tween them in AR [69]. To exemplify the switch plane, we resume
the discussion of our two examples from Section 1.

5.2.1 One user, multiple augmentations. In the first example, a user
switches between four levels of augmentation of a soccer game:
from the conventional TV screen to information about the teams
displayed next to the TV to a live sports commentator in the room to
replays of key moments from the game as immersive holograms in
the living room. By specifying the twelve transitions that are possi-
ble with these four scenarios at the switch level, design possibilities
for the journey and content morphing during the journey, respec-
tively, become conceptually separated from the adjacent levels. For
example, the linear zapping behavior for ARTV, largely observed
in our experiment, could represent the default option for the ARTV
system to progressively increase the level of augmentation during
the live soccer transmission. At various moments during the game,
the system could automatically and adaptively increase or decrease
the augmentation, from displaying information and statistics about
the two teams to bringing into view the live sports commentator.
This system behavior can be specified in terms of transitions in
the ARTV continuum at the switch plane, without affecting the
functional and content requirements of scope or the interaction
design and information architecture of the structure plane.

5.2.2  Multiple users, multiple augmentations. In the second exam-
ple, a friend joins the living room from a remote location through
holographic teleportation to discuss the mystery TV show in the
context of social TV watching. For the first user, this means transi-
tioning to an increased augmentation of the physical world, speci-
fied by a transition to the right on the horizontal dimension of the
ARTV continuum, which is independent of the current level of TV
augmentation. Such a transition is more convenient conceptually
to position at the switch plane, instead of agglomerating scope and
structure. Moreover, the two users could watch the same show at
different levels of augmentation: while the story is the same, its
presentation and corresponding level of the augmentation are dif-
ferent for each user. Transitioning from the augmentation of one
user to the other’s or synchronizing the two augmentations are
design aspects that are characteristic to the switch level. As the
number of users increases, specifying all the possible transitions at
the switch plane is handled independently of scope and structure.

6 CONCLUSION

We addressed in this work journeys in the ARTV continuum, which
we characterized with a diversified set of UX measures and dis-
cussed in the context of Garrett’s [21] five-plane model of UX. Our
empirical findings revealed an UX of ARTV characterized by high
perceived usability, captivation, comprehension, and involvement
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with a low to medium workload and moderate feeling of dissocia-
tion from the physical world. Our explorations led to the proposal
of a sixth UX plane to address transitions in the ARTV continuum
with conceptual convenience. We hope that our results will inspire
future work where the immersive technology of AR/VR intersects
TV to accommodate different users’ preferences, needs, and abilities
to consume augmented TV content.
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