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Microwave radars bring many benefits to mid-air gesture sensing due to their large field of view and independence from environmental

conditions, such as ambient light and occlusion. However, radar signals are highly dimensional and usually require complex deep

learning approaches. To understand this landscape, we report results from a systematic literature review of (𝑁=118) scientific papers on

radar sensing, unveiling a large variety of radar technology of different operating frequencies and bandwidths, antenna configurations,

but also various gesture recognition techniques. Although highly accurate, these techniques require a large amount of training data

that depend on the type of radar. Therefore, the training results cannot be easily transferred to other radars. To address this aspect,

we introduce a new gesture recognition pipeline that implements advanced full-wave electromagnetic modeling and inversion to

retrieve physical characteristics of gestures that are radar independent, i.e., independent of the source, antennas, and radar-hand

interactions. Inversion of radar signals further reduces the size of the dataset by several orders of magnitude, while preserving the

essential information. This approach is compatible with conventional gesture recognizers, such as those based on template matching,

which only need a few training examples to deliver high recognition accuracy rates. To evaluate our gesture recognition pipeline, we

conducted user-dependent and user-independent evaluations on a dataset of 16 gesture types collected with the Walabot, a low-cost

off-the-shelf array radar. We contrast these results with those obtained for the same gesture types collected with an ultra-wideband

radar made of a vector network analyzer with a single horn antenna and with a computer vision sensor, respectively. Based on our

findings, we suggest some design implications to support future development in radar-based gesture recognition.

CCS Concepts: • Human-centered computing → Gestural input; Graphical user interfaces; Interactive systems and tools; •

Computing methodologies → Model development and analysis; • Software and its engineering → Runtime environments; •

Hardware→ Radio frequency and wireless interconnect.
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1 INTRODUCTION

Gesture-based user interfaces promise natural [171] and intuitive interaction [57] for users, in addition to many other

desirable and convenient characteristics [78] for interacting with computer systems. According to the number of

dimensions on which gestures are acquired by sensors and/or articulated by users, respectively, two main gesture

categories have been frequently examined in the scientific community, as follows:

• Two-dimensional (2D) touch and stroke-gestures. These gestures are performed on a touch-sensitive surface [186],

such as a trackpad (e.g., touch gestures on Windows PC touchpads), a smartphone or smartwatch touch-

screen [154], the surface of a tablet [14, 32] or of an interactive tabletop [127], including flexible and elastic

surfaces [77, 150] and gestures performed on tangibles [12, 13]. Gestures from this category typically require a

contact-based sensor and are prevalent on mobile and wearable devices with touchscreens.

• Three-dimensional (3D) mid-air gestures. These gestures specify the movement of the body or a part of the body

that involves manipulating a physical object in space [13], adopting a specific pose [90], or performing a motion

in 3D [152, 164]. Vision-based sensors, such as video cameras, Leap Motion Controller (see QuantumLeap [137]

for example), Kinect, or RealSense, have traditionally been used to capture gestures from this category. These

gestures can also be captured by inertial sensors [6, 95] that report e.g., the acceleration and orientation of the

body part to which the sensor is attached and are already integrated in many devices, such as smartphones,

smartwatches, and electronic rings.

Recognition of gestures from the first category can be achieved with high precision by employing algorithms that

have received repeated validation in the community [100], and that need few resources for training, e.g., just a few

training examples per gesture type [153, 154]. Gestures of the second category need dedicated recognition approaches

because of their large diversity, for which computer vision techniques [28, 34, 103] have been proposed. The diversity

of gestures that can be detected with wearable sensors, including inertial sensing, has also been documented in the

scientific literature [46]. Although effective techniques have been proposed to address some of this diversity, the

well-known limitations of vision- and inertial-based gesture sensing, among which the sensitivity to environmental

conditions of the former [19, 20, 52, 178, 180] and obtrusiveness [19] of the latter, demand exploration of alternative

gesture sensing approaches for interactive systems that implement 3D mid-air gestures.

Radar sensing [178] has recently been examined as one of such alternative technologies with applications in VR [58],

activity recognition [19, 20], object and material classification [30, 44, 64, 178], 2D and 3D scene reconstruction [108],

motion sensing [50], and others [179, 180]. In addition to the extrinsic motivation to use radars to address the limitations

of other gesture sensing approaches, several characteristics of radar sensing make this technology particularly attractive

to Human-Computer Interaction (HCI) researchers and practitioners [180]. However, prior research on radar-based

gesture sensing and recognition [18, 20, 52, 112] has employed custom-built radars that are difficult to reproduce by

non-experts. In addition, Machine Learning (ML) and Deep Learning (DL) models require large training sets to address

high-dimensionality data represented by radar signals. With the exception of Google Soli [92], a proprietary radar

chip design integrated into a commercial smartphone model, the results reported in previous work on custom radar

technologies have not yet been transposed, to the best of our knowledge, to standard portable radar sensors.

Consequently, many practical aspects of gesture recognition, such as the effect of dimensionality and cardinality

examined for other gesture types [152], are still to be addressed for existing ML/DL radar-based gesture recognition

techniques. Furthermore, despite the rich literature on radar-based gesture recognition, only small gesture sets composed

of simple gesture types have been used so far. For instance, Soli [92] was originally demonstrated with four gestures
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(a) (b) (c)

Fig. 1. The devices used in our experiments: (a) the “horn”, our single transmitting and receiving, ultra wideband horn antenna, top
view and (b) front view; (c) the Walabot (top) and the Leap Motion Controller (bottom).

only: pointing the finger up and down and left and right, respectively, to control home appliances, such as a lamp, a

radio, or a TV. In this context, we make the following contributions in this paper:

• We review the state-of-the-art in radar sensing technologies with a focus on interaction with computer systems.

We briefly review results reported in the scientific literature for the Walabot, a low-cost, off-the-shelf, portable

radar that we are using in our work to capture and recognize mid-air gestures.

• We perform a Systematic Literature Review (SLR) of the scientific literature on radar-based interaction with 118

peer-reviewed papers. We report on the large diversity of radar sensors operating in various bandwidths and

physical configurations that have been used in the scientific literature, as well as on the algorithms developed

for radar gesture recognition and the gestures that they support.

• We introduce a new gesture recognition pipeline for mid-air hand gesture recognition using radars that employs

an advanced formalism of full-wave electromagnetic modeling and inversion [71, 72] to address several challenges,

including the high dimensionality of radar signals [148]. Our processing pipeline reduces the raw radar data to

a normalized 2D space specified by two measures: 𝛿 , the distance between the user’s hand and the radar, and

𝜖𝑟 , the apparent relative permittivity of the hand characterizing its reflectivity. This last quantity is thereby

independent of the distance and characterizes the configuration of the hand with respect to the incident field.

• We evaluate our gesture recognition pipeline under both user-dependent and independent conditions with a

dataset of 16 gesture types acquired with the Walabot (Fig. 1-c), a low-cost off-the-shelf radar sensor. We report

the recognition accuracy rates obtained after each processing step of our pipeline. We compare these results

to the those obtained for gestures acquired with a Leap Motion Controller as a baseline and to the results of a

previous evaluation with a radar setup using a Vector Network Analyzer (VNA) and a single transmitting and

receiving, ultra-wideband horn antenna (Fig. 1-a and b).

• Based on our theoretical and experimental findings, we propose design implications for radar-based gesture

sensing and recognition.

This paper extends our previous work [136] by introducing a new SLR on radar-based interaction, an expanded radar

gesture dataset with two additional users and twice as many gesture recordings per user, an improved procedure for

gesture acquisition (which drops the horn radar antenna), a user-independent testing scenario, and an expanded list of

design implications for radar-based gesture sensing and recognition.
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2 RELATEDWORK

After reviewing selected previous work on the recognition of mid-air hand gestures, we highlight in this section key

moments of the development and evolution of radar technology, including its applications in Computer Science overall

and in HCI in particular. We also present the Walabot device that is used throughout our paper as a reference for a

portable, off-the-shelf, low-cost radar sensor.

2.1 Mid-Air Hand Gesture Recognition

Several vision-based sensors have been commercially available at affordable prices, such as the Intel RealSense, Microsoft

Kinect Azure, and the Leap Motion controller (LMC), to name a few. LMC, a two-camera vision-based sensor that tracks

both hands at a cost of approximately 100 USD was reported to be precise enough for interactive applications that

implement hand tracking [170] and recognition [183]. However, LMC is affected by the common problems of vision-based

approaches, such as high sensitivity to environmental conditions [180], limited field of view [52], sensing perturbations

including occlusion [25], and privacy concerns [19]. Other sensors that address these issues have been explored, such as

Aili [90], a custom device that reports hand skeleton data without privacy concerns, and electromyography (EMG) and

inertial measurement unit (IMU) devices employed for gesture recognition [56, 95, 99, 146]. For example, Akl and Valaee

[6] used Dynamic Time Warping (DTW) and affinity properties to recognize gestures from acceleration signals. Laput

and Harisson [76] used accelerometer and bio-acoustic data from an off-the-shelf smartwatch to recognize a set of 25

activities performed with the hands. De Smedt et al. [34] used depth and skeletal models. Li et al. [83] recognized finger

gestures with high precision using an entropy-weight allocation 𝑘 Nearest-Neighbor (k-NN) approach. In addition, 3D

gesture recognition has become invariant to translation and rotation [15] to become insensitive to variations of gesture

articulations performed in space. Such 3D gestures have been also incorporated in some design tools, such as Magic

2.0 [69], and development environments, such as CodeSpace [24].

2.2 Evolution of Radar Technology

The range of radar applications is diverse and the potential for further development is growing due to miniaturization

and cost decrease. From this perspective, a useful technology is passive radar, which has the advantage of not needing

generation and transmission of its own radio frequency signals. For example, Passive Coherent Location (PCL) is based on

locating objects with Electromagnetic (EM) transmissions already existing in the environment. A key component of radar

technology is the information content of radar signals. Fundamentally, each operating frequency and transmitter-receiver

couple represent a piece of information with some degrees of independence. Therefore, complex radar applications, such

as subsurface imaging that uses ground penetration radar (GPR) [135], resort to ultra-wide bandwidths and antenna

arrays to maximize image resolution as well as the well-posedness of inverse scattering problems [33]. In that respect,

GPR constitutes one of the first radar technologies, from 1904 (Patent DE 165 546 by Christian Hülsmeyer), after the

results of Heinrich Hertz on electromagnetic radiation from the 1880s. One of the first GPR surveys was conducted by

Stern in 1929 [139] to determine the depth of a glacier. Since then, radar technology has found many applications, object

detection in air or within materials, navigation, earth and space observation, medical imaging, speed determination, etc.

There are two main classes of radars: frequency-domain radars, which are based on the transmission of continuous

waves that span a specified frequency range, and time-domain radars, which are based on the transmission of electro-

magnetic pulses. The latter category spans a wide bandwidth and dominated the market in the twentieth century, given

lower production cost at that time and their acquisition rates of several orders of magnitude larger compared to the

frequency-domain radars. The frequencies range from a few MHz for deep subsurface investigations to the order of THz
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for high-resolution non-destructive testing (e.g., inspection of airplane wing layers), and even larger for light detection

and ranging systems (LiDAR). Depending on the specific application, the type of radar, its operating frequencies, and

antenna configurations are chosen to collect the required information with an optimal resolution, penetration depth

and at an acceptable cost. Recent advances in electronics, electromagnetic modelling, and miniaturization have opened

new avenues for radar applications. For example, Wu et al. [174] used a handheld VNA and a home-made hybrid

horn-dipole antenna to build a lightweight radar for soil moisture mapping using drones. Radars and antennas can be

printed on circuit boards when the size and type of antennas allow for such a manufacturing approach, such as for

millimeter-wave on-chip radars. In that respect, frequency-modulated continuous-wave (FMCW) radars are becoming

more widespread, with production costs as low as a few US dollars for the simpler models. When a sufficiently wide

bandwidth is available, an inverse Fourier transform of the radar signal provides the time-domain counterpart, similarly

to a pulse radar, and the range information is directly accessible. The Walabot device, used for the acquisition of mid-air

hand gestures in this paper, is such a device with 3D positioning and geometrical reconstruction capabilities based on

an array of 18 bowtie antennas for multi-offset measurements.

2.3 Radar-based Interaction

Radar detection allows a variety of interactions, including interactions performed below surfaces, such as a desk [19],

walls, or any material that does not significantly affect recognition [112]. These materials are, for instance, e.g.,wallpaper,

cardboard, and wood, which have relatively low permittivity and negligible electrical conductivity. Radars are also

insensitive to many environmental and lighting conditions [180].

The history of radar-based interaction starts with Magic Carpet [113], a Doppler radar used to detect coarse 3D body

motions. Since then, radars have become increasingly popular in HCI. For example, RadarCat [178] was introduced

to recognize physical objects and materials with a processing technique based on a Random Forest classifier. In an

evaluation study, RadarCat was effective in identifying 26 types of materials, 16 transparent materials, and 10 body

parts from 6 participants.

In addition, materials with relatively low permittivity are quite transparent to radars and do not significantly alter

recognition, especially if the material is accounted for in the processing pipeline. Yeo et al. [179] used a radar to

implement a tangible interaction involving counting, ordering, and identifying objects. Radars have also been used for

human detection [8], activity recognition [19], position estimation [20], and motion detection and classification [112].

GestureVLAD [22] is a Doppler radar hand pose recognition framework that supports slight variations in gesture

execution while accurately differentiating between gesture classes. Pantomime [112] used a fixed feet-based radar

with high-frequency i.e., 76-81GHz equipped with a 4GHz continuous bandwidth and composed of four receiving and

three transmitting antennas. A deep learning approach was used to accurately recognize twenty-one gestures acquired

by forty-five participants from 3D point clouds. That radar works at a frequency about ten times larger than that of

the Walabot, resulting in a wavelength ten times smaller and a resolution that is about ten times finer. Wang et al.

[160] used only two antennas to recognize 2D stroke gestures due to their low dimensionality. Short-range radar-based

gestures could also be recognized using 3D Convolutional Neural Networks (CNNs) with a triplet loss [55].

Most of these previous works have exploited custom radars built to expose specific features and rely on specific

architectures. This approach results in systems that are difficult to reproduce, which causes a barrier to their direct

adoption for radar-based interaction. On the contrary, Google Soli [92, 161], one of the few radars on the market

specifically designed for interactive applications, was introduced for micro gesture recognition, such as finger wiggle,

hand tilt, check mark, and thumb slides. This set was expanded with Convolutional and Recurring Neural Networks
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Fig. 2. The Walabot Developer: device, antenna array, antenna IDs, and antenna pairs IDs used in profiles 1, 2, and 3 [136].

(RNNs) to eleven gesture classes. Also, Choi et al. [29] proposed a gesture recognition system for Soli that recognizes a

set of ten hand gestures in real time. Soli has also been employed with RadarNet [52], an efficient gesture recognizer for

five gesture classes (i.e., left, right, up, down swipes, and an omnidirectional swipe). Google Soli can be embedded in

mobile devices, such as a smartwatch or smartphone, or in physical objects. For example, Flintoff et al. [44] integrated

Soli into a robot, Attygalle et al. [18] also exploited a Google Soli sensor via a 3D CNN (Conv3D) and a spectrogram-

based ConvNet to recognize on-object gestures (94% for a five-gesture set) and to investigate to what extent different

materials would impact recognition accuracy [30]. Unlike embedded radars in objects [179], an external radar enables

the tracking of physical objects. Ren et al. [120] explored the possibility of combining radar gesture sensing and wireless

communication on a smartphone equipped with a 802.11ad 60 GHz WiFi chip, and reported high accuracy for a set of

five gesture types.

Radar-based datasets [5, 112] are rarely available. When available, their size is in the order of several GigaBytes,

which makes them challenging to process, especially for mobile applications. Moreover, the datasets available in the

scientific community are radar-dependent.

2.4 Interactions with the Walabot Radar

TheWalabot consists of a 3D imaging sensor represented by an ultra-wideband (UWB) frequency modulated continuous-

wave (FMCW) radar. Its dimensions are 144 mm×85 mm×18 mm (5.67 in.×3.35 in.×0.71 in), which makes it easy to

use with a smartphone, tablet, or PC in both mobile and stationary contexts of use. Walabot comes in two versions: a

US/FCC version operating in the 3.3-10 GHz frequency range and an EU/CE version in the narrower 6.3-8 GHz range.

The latter is the most restrictive and challenging for gesture recognition as the resolution is inherently lower. We used

that version in the study reported in this paper. The Walabot Developer contains an array of 18 antennas, of which

four are used as transmitters (depicted in orange in Fig. 2) and the rest are receivers (depicted in green in Fig. 2) and

three are unused (gray in Fig. 2). The Walabot SDK provides three different profiles for distant scanning, which define

the frequency range, the set of antenna pairs (right part of Fig. 2), the number of fast-time samples per frame, and the

frame rate, as follows:

• Profile 1 (PROF_SENSOR): 6.3-8 GHz range, 40 antenna pairs, 8192 fast-time samples / frame, ~20 fps.

• Profile 2 (PROF_SENSOR_NARROW): 6.3-8 GHz range, 12 antenna pairs, 4096 fast-time samples / frame, ~41 fps.
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• Profile 3 (PROF_WIDE_BAND): 3.3-10 GHz range, 40 antenna pairs, 8192 fast time samples / frame, ~15 fps. This

profile is only available with the US/FCC version of the Walabot.

We selected Walabot in our work because it has been proven to be effective and efficient in various application

domains, including material identification [1] and activity recognition [19, 202]. As a representative example, Avrahami

et al. [19] used it to recognize human activities at the checkout counter of a convenience store and a typical office desk.

Despite its many benefits, such as its relatively low price (∼500 USD), stock availability, and small size, only one paper

used Walabot for hand gesture recognition. Zhang et al. [187] proposed a deep neural network for continuous gesture

recognition and evaluated it on a dataset of eight hand gestures with 150 samples per gesture class performed very

close to the radar.

3 A SYSTEMATIC LITERATURE REVIEW OF RADAR-BASED INTERACTION

We conducted a systematic review of the literature (SLR) [68] to identify the types of radar, algorithms, and gesture sets

used for radar-based gesture recognition (Fig. 3). The query RQ=“radar” AND “gesture recognition” was run in

five digital libraries: (1) ACM Digital Library, (2) IEEE Xplore, (3) MDPI (Sensors), (4) SpringerLink, and (5) Elsevier

ScienceDirect and resulted in 1,515 articles, from which 𝑁 = 118 were identified as relevant. Table 1 groups these

papers based on their year of publication. 91.5% of the papers were published between 2018 and 2020, indicating that

this field of research has recently become quite active. All papers provide some evaluation of the system performance

(Fig. 4), while 14 papers (
14

118
=12%) demonstrate potential use cases of their system with a prototype and only one paper

(
1

118
=1%) evaluates the user experience of the proposed system.

Identification Screening Eligibility Inclusion

1515 papers identified 
through database 
searching (ACM DL, 
IEEE Xplore, MDPI 
Sensors, SpringerLink, 
Elsevier ScienceDirect)

60 duplicate 
papers removed

1455 papers 
screened after 
duplicates removed

207 papers assessed 
for eligibility

1248 irrelevant 
papers removed

89 papers 
excluded

Quantitative 
analysis  
(Zotero)

118 papers included

Qualitative 
analysis 
(classification)

Fig. 3. PRISMA diagram [111] of our systematic literature review.

System performance

100,00%

Demonstration

11,86%

User study

0,85%

Fig. 4. Types of validation.
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3.1 Radars

We identified 123 radar systems and extracted their parameters, including the radar type, the frequency band in which

they operate, the model and their position. We identified four types of radars (Fig. 5a):

• Frequency-Modulated Continuous-Wave (FMCW) radars (
65

123
=53%), which continuously transmit a signal that

varies in frequency, i.e., modulated in frequency. These radars can resolve both the range and Doppler [7],

enabling the recognition of static poses and dynamic gestures.

• Unmodulated Continuous-Wave (CW) radars (
36

123
=29%), which continuously transmit a signal at a constant

frequency and amplitude [109]. These radars are simple and inexpensive. They can measure the Doppler shift of

the return signal caused by moving objects but cannot provide range information or identify stationary targets,

as the latter do not cause a Doppler shift. Consequently, radars of this type are not suitable for detecting static

poses of the hand or body.

• Pulse radars ( 21
123

=17%) transmit short radar pulses and listen for the returning echo. These radars can measure

the range of targets, stationary and moving, making them suitable for the recognition of static poses and dynamic

gestures. The pulse length affects the radar detection range (a longer pulse length increases the maximum range

but may prevent the detection of very close targets) as well as its range resolution (a shorter pulse length allows

for better discrimination between two spatially separated targets) [23]. The smaller the pulse length in the

time-domain, the larger the bandwidth in the frequency domain counterpart.

• Direct-Sequence Spread Spectrum (DSSS) radars (
1

123
=1%) transmit signals modulated by a random bit sequence.

These radars can measure the range of stationary and moving targets, and their architecture is simpler than

FMCW radars [145].

Most of the papers (
98

118
=83%) relied on a single radar sensor to capture gestures, while the rest (

20

118
=17%) used two

or more radars. Among the latter, four papers introduced different radar models. Some papers introduced other types

of sensors, such as [129], where gestures were collected using a radar, a Kinect, and an RGB camera for comparison

purposes. Gigie et al. [47] synthesized micro-Doppler radar signatures of gestures from the skeleton provided by

a Kinect. Other papers performed data fusion with RGB cameras [106, 149], depth cameras [106, 147], and thermal

cameras [134], respectively.

Fig. 6 summarizes the position of the radar systems identified in the user environment. Almost half of the identified

papers (
49

118
= 42%) did not provide enough information about the position of the radar(s) in the user’s environment.

Year #References Reference(s)

2009 1 [89]

2014 1 [157]

2015 1 [106]

2016 6 [66, 92, 101, 114, 161, 193]

2017 11 [35, 62, 65, 67, 74, 84, 102, 122, 125, 156, 190]

2018 21 [53, 59, 73, 75, 85, 86, 98, 107, 107, 116, 124, 126, 138, 140, 144, 177, 194, 195, 197, 199, 201]

2019 35 [4, 9, 11, 16, 17, 22, 27, 29, 31, 38, 39, 41–43, 45, 47, 49, 54, 55, 60, 70, 93, 133, 141, 159, 162, 164–

166, 168, 189, 191, 196, 198, 200]

2020 41 [3, 10, 21, 37, 40, 51, 61, 63, 79, 81, 82, 87, 88, 91, 94, 96, 104, 115, 119, 121, 123, 128, 129, 132,

134, 142, 143, 147, 149, 158, 160, 163, 167, 175, 176, 181, 182, 184, 185, 188, 192]

2021 1 [2]

Table 1. Distribution of papers from our systematic literature review, based on their year of publication.
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Fig. 5. Distribution of the radars identified in our systematic literature review.
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From the papers that provided this information, 47 (
47

118
= 40%) placed the radar(s) on a table, while 10 (

10

118
= 8%) placed

them on a tripod, and six (
6

118
= 5%) in the car (e.g., on the center console [106], near the steering wheel [4, 144], or on

the roof console [141]). Other positions include on the body [31, 104], on fabric [175], and on a robot [89].

We also classified radars according to their frequency band according to the IEEE Standard Letter Designations

for Radar-Frequency Bands [110] (Fig. 5b). The larger the frequency band, the better resolution the radar provides,

and, in principle, the finer the gestures can be acquired. Fig. 5b shows that most of the radars (
88

123
= 72%) operate in

the K (18 to 27 GHz, 32%), V (40 to 75 GHz, 16%), and W (75 to 110 GHz, 24%) bands. The V band encompasses the

Google Soli [92], which operates at 60 GHz and was used in five papers [22, 29, 31, 92, 161] identified by our SLR. Three

papers used very high frequency THz band radars (300 to 1000 GHz) to achieve better resolution [158, 159, 201]. Only

27

123
= 22% of the radars operated at frequencies below 18 GHz: 10% in the X band (8 to 12 GHz), 7% in the C band (4

to 8 GHz), 4% in the S band (2 to 4 GHz), and 1% in the L band (1 to 2 GHz). The benefit of lower frequencies is the

larger detection range. For a given application, a trade-off has therefore to be chosen between resolution and range.

The detection range can also be increased by increasing the transmitted power, but this increases energy consumption

and can lead to adverse health effects. Fig. 8 summarizes the distribution of frequency bands by radar type.

Finally, we extracted the radar models used in the papers that provided this information; see Fig. 7. More than a

third of the papers (
46

123
= 37%) did not provide enough information to identify the exact models. Of the 77 remaining

publications, we identified 29 unique models with the most popular being the Texas Instruments AWR1642 (
13

123
= 11%)

and IWR1443 (
5

123
= 4%), the Novelda XeThru X4 (

9

123
= 7%), the RFBeam K-LC2 (

8

123
= 7%), and Google Soli (

6

123
= 5%),

respectively. Except for Google Soli, which was designed for integration into smartphones and smart speakers, most of

the radar systems from the SLR were not meant for everyday use. However, some of the papers introduce prototypes of

radars that could be integrated into furniture [102] or even stitched into clothing [175].
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10 Sluÿters et al.

Fig. 7. Tree map [130] of the radar models identified in our systematic literature review. The color of a cell indicates the type of radar
(CW, DSSS, FMCW, Pulse, or unknown) while the size of a cell is proportional to the number of papers featuring this model of radar.

From the above analysis, we make the following observations:

O1. Predominance of FMCW over other types of radar (Fig. 5a and 8): these radars are the most frequently exploited

due to their ability to process both static and dynamic gestures, mostly covered by the K and W ranges, but also

because several models are commercially available. The frequency band covered by these two categories are

high enough to acquire raw data with high resolution.

O2. Limited coverage of very low/high frequency bands (Fig. 9): lower frequencies result in worse range resolution,

making it more difficult for the radar to distinguish between two targets. Such radars are thus less interesting for

smaller scale gestures, such as hand and finger gestures, which explains the lower number of works covering

these systems. On the contrary, higher frequencies enable better range resolution and thus are better suited

for small-scale hand and finger gestures (e.g., Google Soli [92, 161]), at the cost of higher complexity and lower

range as the frequency increases. Most systems operate at frequencies between 4 GHz and 100 GHz, which can

provide sufficient range resolution with relatively low complexity and power consumption. In addition, some

off-the-shelf radar systems used in HCI research were originally developed for other applications and operate

specific frequencies, such as collision avoidance systems in cars, which often operate in the K band.

The Walabot sensor used in this paper is an off-the-shelf FMCW radar. Thus, it can serve for recognizing both static

poses and dynamic gestures. The US/FCC version of the Walabot Developer covers three IEEE ranges, i.e., S, C, and

K (Fig. 9), from 3.3 to 10GHz, while the EU/CE version is limited to only one IEEE range, i.e., K, from 6.3 to 8GHz.

Both versions of the Walabot provide a good compromise for capturing relatively fine-grained gestures performed at a

short distance. However, the limited frequency range of the EU/CE Walabot imposes a significant constraint on gesture
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Fig. 8. Sunburst chart of the radars identified in the SLR. The inner ring and color show the proportion of each radar type, while the
outer ring indicates the proportion of each frequency band for each radar type according to the IEEE standard [110].

recognition because of its lower range resolution. Nevertheless, it is worth noting that the use of full-wave modeling

and inversion pushes forward the resolution frontiers compared to classical time-domain, straight-ray propagation

approaches. Indeed, with full wave modeling, close targets can be resolved, to some extent, although only one reflection

is visible in the time domain [105, 117]. This constitutes one of the benefits of the approach proposed in this paper.

3.2 Algorithms for Gesture Recognition

Fig. 10 presents the algorithms used in our corpus: 151 algorithms for radar-based gesture recognition were identified,

the majority representing deep learning approaches (
81

151
= 54%), of which Convolutional Neural Networks (CNNs)

were the most frequently used. CNNs were often combined with other models, such as Long Short-Term Memory

(LSTM) or Support Vector Machines (SVM), in
23

158
= 15% of the cases. Classical machine learning algorithms were still

used, as follows: K Nearest Neighbors (
23

151
= 15%), Support Vector Machines (

16

151
= 11%), ensemble learning (

8

151
= 5%),

Decision Trees (
6

151
= 4%), Hidden Markov Models (

3

151
= 2%), and Bayesian networks (

2

151
= 1%).

From the above analysis, we make the following observations

O4. Predominance of CNN algorithms: CNNs, often combined with another model like LSTM, are predominant for

recognizing radar-based signals. They are particularly appropriate for image processing, but also they benefit

from their intrinsic capability to select the discriminant radar features without any human supervision, in
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Fig. 9. Number of radar systems according to their frequency band [110] distributed along the electromagnetic continuum (Bottom
image of waves and frequency ranges used by radar used with permission from Christian Wolff [172]), from a total of 118 radars. Five
radars did not mention their frequency band.

Fig. 10. Tree map [130] of the algorithms for radar-based gesture recognition identified in the corpus. The color of a cell indicates the
type of algorithm (e.g., ANN, HMM, or SVM) while the size of a cell is proportional to the number of papers featuring this algorithm.
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particular when dealing with gesture sets that are very large in size and complexity (radar images are very

challenging to discriminate by a non-expert).

O5. Dependence of CNN with respect to the radar : since CNNs automatically select features directly from radar images,

these key features are not pretrained and only learned when the gesture set is examined, thereby making the

CNN very appropriate, but also very specific to the radar images produced. The CNNs therefore suffer from a

high dependence on radar type and possibly radar unit for a given model.

O6. No modeling of the radar functioning: since CNNs ensure most of the work for a specific radar, we did not identify

any work in gesture recognition aimed at modeling the radar functioning in some way to ensure some radar

independence or some mechanism to reason about its processing.

In this paper, we rely on a preexisting 1-NN algorithm for gesture recognition, namely, Taranta II et al. [146]’s

Jackknife, as the goal of this paper is not to create new algorithm for gesture recognition, but to investigate techniques

for processing radar signal for data normalization and dimension reduction. This gesture recognition algorithm performs

relatively well on many types of data, requires very few training templates, is fast to train and execute, and is easy

to understand. Our pipeline is not restrictive and can thus be combined with any algorithm for gesture recognition,

including deep learning approaches such as CNNs, to improve their accuracy.

3.3 Datasets

Fig. 11 gives an overview of the types of gestures used in the identified papers. Most papers (
107

118
= 91%) focused

on mid-air arm and hand gestures, which are relatively easy to recognize thanks to their scale that is neither too

small, thus not requiring extremely fine range resolution, nor too large, which makes it possible for the radar to focus

exclusively on the current user, thus simplifying signal processing. Almost half of the papers (
54

118
= 46%) featured

mid-air finger gestures, which require higher frequency radars (capable of finer range resolution) to accurately capture

the fine-grained finger motion. Other papers featured whole body gestures [88, 89, 149], touch input [31, 175], or even

head gestures [157]. We identified only seven publicly available datasets out of the 118 papers from our SLR; see Table 2.

n/a

1,69%

Whole body

4,24%

Mid-air arm & hand

90,68%

Mid-air finger

45,76%

Head

0,85%

Touch input

1,69%

Fig. 11. Types of gestures.

Name #Classes #Users #Samples Sensor Original paper Other papers

mHomeGes 10 25 >22000 TI IWR1443 [94] /

mmASL (wake-words) 2 3 3700

NI multi-FPGA platform (w/ NI PXIe7902, 7976, 3610/3630) and

SiBeam phased antenna array

[129] /

mmASL (signs) 50 15 12236

NI multi-FPGA platform (w/ NI PXIe7902, 7976, 3610/3630) and

SiBeam phased antenna array + Kinect + RGB camera

[129] /

deep-soli 11 11 5500 Google Soli [161] [22]

dop-net 4 6 3052 Ancortek SDR-KIT 2400AD2 [121] [21]

HARrad (gestures) 6 9 2347 77GHz FMCW radar [149] /

HARrad (events) 6 9 1505 77GHz FMCW radar [149] /

Table 2. Summary of the publicly available datasets identified in our systematic literature review.
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The mHomeGes dataset [94] comprises 10 types of arm gestures collected from 25 participants: arm up/down, push,

pull, draw a circle, draw a zigzag, clap hands, mimic knocking on a table, yawn, and lift both arms up. Each gesture

was recorded in seven environments, including a bedroom and a parlor. Santhalingam et al. [129] collected 50 different

ASL signs from 15 participants in three environments (classroom, laboratory, and conference room) and five different

scenarios for single and multiple users. Data were recorded simultaneously with a radar, a Kinect, and an RGB camera.

Deep-soli is a dataset introduced by Wang et al. [161] that comprises 11 hand gestures performed by 10 users above

Google Soli: pinch index/pinky, finger slide, finger rub, slow/fast swipe, push, pull, palm tilt, circle, and palm hold.

Deep-Soli was also used by Berenguer et al. [22] to evaluate GestureVLAD, their proposed framework for radar gesture

recognition. Ritchie et al. [121] introduce Dop-net, a dataset of four gestures recorded with two different radar sensors

(CW and FMCW). Only the FMCW dataset was released in the form of a challenge. Dop-net was used in another paper

to compare the performance of CW and FMCW radars for gesture recognition [21]. Finally, HARrad consists of two

datasets of six gestures of arm and hand gestures collected from nine participants with a 77GHz radar [149]: drumming,

shaking, swiping left/right, and thumb up/down. HARrad events contains six different actions, including entering or

leaving a room, sitting down, standing up, clothe, and unclothe.

From the above analysis, we make the following observations:

O8. Limited availability of datasets: very little datasets are available for benchmarking.

O9. Huge size of datasets: the size of the raw data captured for a single gesture is very high, making the entire dataset

huge in size and challenging to process. Little or no dimension reduction has been observed.

In this paper, we acquire a gesture dataset with a wide range of mid-air finger, hand, and arm gestures, using an

off-the-shelf sensor. The dataset is publicly available, as opposed to most gesture sets that we identified in the literature,

and its recording process can be replicated by following the procedure described in Section 5.

4 RADARSENSE: A PIPELINE FOR RECOGNIZING RADAR-BASED GESTURES

4.1 Overview of the Pipeline

We present a new radar data processing pipeline for mid-air hand gesture recognition that reduces the high dimen-

sionality of raw radar signals to only two physically meaningful features independent of the radar. The pipeline is

composed of eight steps, according to a principle-based approach, as follows (Fig. 12):

(1) Raw data capture. Raw data is captured from each radar antenna (Fig. 13a). Depending on the radar type, data

may be in the time or frequency domain. For instance, the Walabot provides data in the time domain.

(2) Fast Fourier Transform (FFT). The radar signal is transformed from the time domain to the frequency domain if

necessary. The minimum and maximum frequencies are then set, depending on the observed frequency spectrum,

as a trade-off between bandwidth and signal-to-noise ratio. This operation is required by the next step.

(3) Removal of radar source and antenna effects. The radar equation [71, 72] is applied to the raw frequency-

domain signal to remove the radar source and antenna effects (e.g., internal reflections and transmissions) and

antenna-target interactions (Fig. 13b). For this purpose, a model of each pair of radar antennas is constructed using

a series of radar measurements taken at increasing distances from a large copper plate (radar calibration) [72].

By applying the radar equation, the resulting filtered signal is a Green’s function that is independent of the radar:

the signal becomes normalized and free from undesired echos, thereby making the user’s reflections stand out. It

is worth noting that the Green’s function used in the radar equation of Lambot and André [71], Lambot et al.

[72] represents the backscattered 𝑥-component of the electric field for a unit 𝑥-directed electric source for wave
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propagation in 3D planar layered media. Hence, the function obtained in our application with the user as the

reflector becomes an equivalent Green function. For instance, this equivalence concept was also used by Lopera

et al. [97] for landmine detection. Complex targets can be modeled using 3D numerical methods, such as the

finite-difference time-domain (FDTD) method (e.g., [169]), but calculation cost becomes then huge and inversion

becomes extremely complex or even ill-posed for this application.

(4) Removal of the background scene. Using the superposition principle, the first frame, for which the user hand

is not in the field of interest, is subtracted from the radar signal to remove any remaining reflections of static

reflectors, such as walls, furniture, or other objects (Fig. 13c). This step ensures accurate feature extraction during

the inversion step, as reflections from other (static) objects could be confused with the user’s hand.

(5) Inverse Fast Fourier Transform (IFFT). The filtered radar signal is transformed to the time domain to simplify

the computations during the next steps.

(6) Time gating. The time-domain data are truncated to keep only the portion of the signal that is relevant for

gesture recognition (Fig. 13d). The signal received within a given time window, and therefore range, is kept. This

approach removes useless information, such as dynamic objects that are further away from the user, and further

improves accuracy and reduces the processing time of the next steps. The user body, which may move during

gesture recording, is also removed by time gating. Static objects were removed in the previous step.

(7) Inversion. Two physically meaningful features are extracted from the filtered time-domain radar data by

performing full-wave inversion [72] (Fig. 13e). The first feature, represented by the hand-radar distance, provides

information about the hand trajectory. The second feature, represented by the effective permittivity of the

medium defined by the hand, gives information on the configuration of the hand (e.g., whether the palm is

facing the radar). The permittivity is effective in our case as it physically represents the permittivity of an

equivalent infinite plane and not the physical permittivity of the hand, given the Green function defined above.

An equivalent model is used because closed-form solutions of Maxwell’s equations do not exist for complex

targets. This drastic data reduction, while keeping just the essential information, enables the use of simple

template matching algorithms for gesture recognition. Reduced data combined with multiple antennas can also

improve accuracy with a limited impact on recognition time. It is worth noting that while radar range resolution

is typically considered as the capacity to visually distinguish between two targets at different ranges, which is

calculated from the bandwidth and wave velocity, full-wave inversion enables much finer resolution (of about

one order of magnitude). When two targets are so close that only one reflection is visible, the distortion of that

reflection due to the two reflectors can, to some extent, still be detected by inverse modeling.

(8) Filtering. When the effective permittivity is under a given threshold (i.e., 𝜖≤1.10), the estimated distance and

effective permittivity values are discarded and set to the default values of 75 cm (29.5 in) and 1.0, which removes

most of the incorrect measurements when the hand is not clearly detected (e.g., too far from the radar or in a

position that does not reflect well the waves towards the radar sensor). In addition, a moving-average filter with

a window of length 8 is applied to smooth variations caused by errors from the inversion process (Fig. 13f). In the

absence of filtering, abrupt changes in the estimated distance and/or permittivity values could negatively impact

gesture recognition accuracy. The need for filtering may be reduced with radars with a larger dynamic range.

Fig. 13 shows the radar signal of the “push with palm” gesture recorded by one of the antenna pairs of the Walabot

throughout the main steps of the RadarSense pipeline. Before any filtering is applied (Fig. 13a), the signal of the hand is

lost in the imperfections of the radar. We can only identify a strong signal very close to the radar, mostly caused by
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internal reflections and transmissions. After removing the radar source and antenna effects (Fig. 13b), the reflection of

the user’s hand becomes visible as an arc at the top of the image. Some parasitic reflections, probably caused by the box

supporting the radar, can be identified at the top of the image. After removing the background scene (Fig. 13c), the static

reflections are removed and therefore the signal is slightly cleaner. After time gating (Fig. 13d), all the reflected signals

received after 4.5ns are discarded. The reflection of the user’s hand thus occupies most of the image. Some visualisation
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Fig. 12. The radar data processing pipeline. The recognition results of the best performing configurations are displayed for four
significant steps of the pipeline in the user-dependent scenario: FFT (Fig. 21a, 23a), background subtraction (Fig. 21b, 23b), inversion
(Fig. 21c, 23c), and filtering (Fig. 21d, 23d). Gesture size is estimated for a gesture duration of 2s (i.e., 20 Horn frames, 80 Walabot
frames, and 200 LMC frames, respectively).
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(a) Step 2 (b) Step 3 (c) Step 4

(d) Step 6 (e) Step 7 (f) Step 8
Fig. 13. Intermediate results of the processing of the “push with palm” gesture recorded with one antenna pair of the Walabot.

techniques facilitate the analysis of radar images by humans [118]. After inversion (Fig. 13e), two parameters are

extracted. The upper graph shows the hand-radar distance. The distance oscillates between 0 and 70 cm (27.6 inches)

when the hand is away from the radar, as the inversion process mostly fails to retrieve a correct distance value when

the hand is not visible by the radar. However, the distance is accurately extracted when the hand moves in front of

the radar (from index 35 to 80). The lower graph shows the relative permittivity, which stays around 1.0 (free-space

relative permittivity) when the hand is away from the radar, and hovers around 2.5 when the hand is in front of the

radar. After filtering (Fig. 13f), the incorrect estimated distances are set to the default value of 75 cm (29.5 in) and small

imperfections are smoothed out, resulting in a cleaner signal.

Practitioners can employ only a part of the pipeline, depending on specific constraints imposed by the usage context.

Fig. 12 also shows for steps no. 2, 4, 7, and 8 the best recognition accuracy rate obtained in our evaluation (Section 6) as

well as the corresponding execution time and average gesture size in these processing steps. The latter corresponds to

the estimated space occupied by a typical gesture in system memory and depends on the duration of the gesture, e.g.,

2s, the number of antenna pairs, and the size of the data at each processing step (e.g., steps 7 and 8 return two 64-bit

floating point numbers for each antenna pair).

4.2 Rationale Behind Modeling by Inversion

Due to the dependence of recognition algorithms to the radar type (mostly, CNNs - see 𝑂6), we wanted to pursue some

independence of the gesture recognition with respect to the radar type, which required some model-based approach.

By adopting a model-based approach by inversion as proposed in this paper, the physical features are extracted

from the raw radar data not through the CNN but with full-wave modeling and inversion, namely, a physical distance

and an effective permittivity related to the reflection strength, both dynamic in time. These features are meant to be

independent of the radar for a given bandwidth. Nevertheless, different radar antenna radiation patterns may still

affect the results as the radiation pattern is not accounted for in the full-wave electromagnetic model. Gestures that
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a b c d

Fig. 14. The main steps of a gesture recording.

deviate too much from the antenna axis may be affected, to some extent, by that simplification [173]. Accounting for the

antenna radiation pattern is possible, but either (1) the radar-antenna calibration procedure then becomes a heavy task

as the radar-antenna characteristic functions have to be determined for all angles in both the E- and H-planes, or (2) the

more complex, generalized radar equation has to be used [71]. Nevertheless, if the gestures do not span a too large

angle with respect to the main radiation lobe of the radar, the effects on the gesture recognition can be made negligible.

The main benefits of the model-based approach by inversion are:

• The radar equation permits to filter out the radar-antenna effects for a given frequency range, including the source,

the antenna internal reflections, and the radar-target interactions. The resulting signal is a Green function [72]

that represents a normalized quantity, which still preserves the independence from the radar type, e.g., frequency

versus time domain radar. Thus, a training dataset can be applied to different radar types and especially to

different radars of the same model, knowing that two identical radar models generally produce (slightly) different

signals.

• The inversion process produces two physical quantities, i.e., the target distance and the effective permittivity,

from the radar signal. This significantly reduces the quantity of data (2-3 orders of magnitude) while preserving

the useful information contained in the radar signal. This represents a major asset for designing and feeding any

subsequent recognizer, whether template-based or deep learning. In particular, the architecture of the recognition

algorithm can be simplified and memory usage can be significantly reduced. This is especially important for

real-time processing.

• As the quantities provided by the full-wave inversion benefit from a physical meaning, an interpretation of the

gesture can be considered, thereby providing valuable insights into the gesture types that can be recognized as

well as for designing and optimizing the recognition approach.

5 DATASET

We collected an extension of the gesture dataset from [136]. Our dataset contains the same 16 gesture types (Fig. 16),

that we collected from three participants and two sensors: the European version of the Walabot and LMC as the baseline.

The participants were all men aged 56, 45 and 23 years old. Their height were 202, 183, and 176 cm (79.5, 72.0, and

69.3 in), and their weight 101, 76, and 78 kg, were respectively. Lee et al. [80] provided a formula to estimate the

hand surface area (HSA) from its length and circumference: Estimated HSA (𝑐𝑚2
) = 1.219 Hand length (cm) × Hand

circumference (cm). Based on this formula, we computed the following HSA values for our participants, respectively:

848, 548, and 525 cm
2
(132, 85, and 81 in

2
).

Each participant produced 10 repetitions of each gesture type, resulting in a total of 16 (gestures) × 3 (participants) ×
10 (repetitions) = 480 recordings per sensor. The Walabot was placed on a table at a distance of about 70 cm (27.6 in)

in front of the subject (Fig. 15). An empty cardboard box separated the Walabot from the table by a distance of about
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Acquisition station for 
the Walabot and Leap 
Motion Controller

Independent station for 
explaining the gesture to 
the participant

Walabot

Participant producing
a hand gesture

Leap Motion Controller

Fig. 15. Setup used for acquiring the hand gesture datasets.

26 cm (10.2 in). The LMC was placed on the desk. The following steps were repeated for each gesture sample: (1) the

subject places their hands on their lap (Fig. 14a), (2) the experimenter starts the recording and prompts the participant

to perform the gesture, (3) the participant performs the gesture (Figs. 14b and 14c), (4) the participant puts his hands

back on their lap (Fig. 14d), and (5) the experimenter stops the recording. Each gesture was recorded simultaneously

with 12 antenna pairs of the Walabot (PROF_SENSOR_NARROW) at around 40 frames per seconds and with the LMC

at around 100 frames per second using a custom software.

6 EVALUATION

6.1 Procedure and Apparatus

All the studies from this section follow the same testing procedure. Recognition rate (i.e., the ratio of correctly recognized

gestures divided by the total number of trials) and execution time (i.e., the time to process a candidate gesture) were

calculated for each combination of variables (e.g., the number of training templates) in two different scenarios [152]: (1)

user-dependent, in which the training and testing samples are collected from the same user, and (2) user-independent, in

which the training samples are collected from different users than the gestures used for testing. For each combination

of variables and for each type of gesture, we repeated the following steps 100 times: (1) select a random testing sample,

(2) train the gesture recognizer using a set of randomly selected samples, and (3) evaluate the recognition accuracy. We

use the Jackknife recognizer [146] that was introduced as a modality-agnostic approach to gesture classification. The

evaluation was carried out on a laptop with an Intel i7-10875H CPU and 32GB of DDR4 RAM running Windows 10.

For each testing scenario and combination of variables, a confusion matrix was generated. The confusion matrix

visualization enables one to quickly identify the reasons for a specific value of recognition rate, as it highlights which

gestures were confused together by the recognizer. The diagonal elements of a confusion matrix indicate correctly

predicted gestures, while off-diagonal elements indicate mispredicted gestures. Ideally, we would like the diagonal to

stand out as much as possible, as it would indicate low confusion between gestures. In this section, we show only the
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(a) Open hand (b) Close hand (c) Open, then close hand (d) Swipe right

(e) Swipe left (f) Swipe up (g) Swipe down (h) Push with fist

(i) Push with palm

1
3

2

(j) Wave hand (k) Infinity (l) Barrier gesture

(m) Extend one finger (n) Extend two fingers (o) Extend three fingers (p) Extend four fingers

Fig. 16. The sixteen gesture types used in our dataset [136].

confusion matrices of the most relevant configurations. We also generated graphs that display the evolution of the

recognition rate with respect to the number of sampling points and training samples. They enable us to identify how

stable the accuracy of a recognizer is as the number of sampling points changes. In general, we expect the recognition

rate to increase with the number of sampling points and training samples, up to a certain point [152]. Finally, we built

two tables (Tables 3 and 4) summarizing the recognition rate and execution time of the recognizer measured in the

best-performing configuration for all the sets of antenna pairs tested in four steps of the RadarSense pipeline. They

enable an easy comparison of accuracy for the different pipeline steps and sets of antenna pairs.

6.2 Leap Motion Controller

In this first study, we evaluate the accuracy of the Jackknife recognizer on the raw LMC data, following the procedure

described in Section 6.1. The study has a within-subject design with three independent variables:

(1) Number-of-Templates: numerical variable with 4 conditions in the user-dependent scenario and 5 conditions in

the user-independent scenario, representing the number of samples per gesture type used to train the recognizer:

𝑇={1, 2, 4, 8} (user-dependent) and 𝑇={1, 2, 4, 8, 16} (user-independent), respectively.
(2) Number-of-Points: numerical variable with 37 conditions representing the number of points used to represent

a gesture: 𝑁={𝑥 ∈ N | 4 ≤ 𝑥 ≤ 40}.
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(a) Open hand (b) Close hand (c) Open, then close hand (d) Swipe right

(e) Swipe left (f) Swipe up (g) Swipe down (h) Push with fist

(i) Push with palm (j) Wave hand (k) Draw infinity (l) Barrier gesture

(m) Extend one finger (n) Extend two fingers (o) Extend three fingers (p) Extend four fingers

Fig. 17. The sixteen gestures used in our dataset displayed in the time-domain (after step 6).

(3) Number-of-Joints: numerical variable with three conditions (Fig. 20), representing the number of joints employed

by the recognizer: 𝐽∈{6, 11, 16}.

Each gesture sample consists of a sequence of frames, where each frame has two elements: a timestamp and a vector of

length 3 × 𝐽 that result from the concatenation of the 3D coordinates (𝑥 ,𝑦,𝑧) of the selected joints. Fig. 18 shows the

evolution of the recognition accuracy rate with respect to the number of sampling points per gesture in user-dependent

and user-independent scenarios. The accuracy rate is mostly stable for higher values of 𝑁 , but decreases for 𝑁 < 5

(user-dependent) and 𝑁 < 16 (user-independent). In addition, the impact of the set of joints seems to be very limited,

although accuracy rate is slightly higher for 𝐽=6. A smaller set of joints could accommodate better small variations in

gesture execution, especially across gestures produced by different users. In both scenarios, the accuracy rates increase

with the number of training samples per gesture type. However, the gain provided by more training samples becomes

smaller as the number of samples increases.

The average recognition accuracy rate is high in the user-dependent scenario, reaching 88.6% in one configuration

(𝑇=8, 𝐽=6, 𝑁=37), and the execution time is short (1.1 ms). In this configuration, 10 of the 16 gesture types are recognized
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(a) 6 joints (user-dependent)
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(b) 11 joints (user-dependent)
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(c) 16 joints (user-dependent)
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(d) 6 joints (user-independent)
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(e) 11 joints (user-independent)
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(f) 16 joints (user-independent)

Fig. 18. Gesture recognition accuracy with respect to the number of sampling points and training samples on the LMC dataset in the
user-dependent (top) and user-dependent scenario (bottom).
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with over 90% accuracy (Fig. 19a). For some gesture classes, such as the “barrier gesture”, performed close to the body

and at the limit of the LMC sensing range, the accuracy rates are lower. Also the “extend one finger” gesture was often

confused with “push with fist” because they both present the same motion, although different hand poses.

The average recognition rate drops sharply in the user-independent evaluation scenario, reaching a maximum of

51.9% (𝑇=16, 𝐽=6, 𝑁=22). The execution time is still fast, about 1.2 ms, in this configuration. Increasing the number of

training samples from𝑇=8 to𝑇=16 has a limited impact on the recognition accuracy rates. Fig. 19b shows the confusion

matrix for the best configuration with two notes: (1) there is a lot of confusion between similar gestures and (2) some

of the gestures are not correctly recognized. Both issues were also visible in the user-dependent evaluation, but are

amplified by the user-independent scenario. Three groups of gestures are concerned by the first issue: (1) gestures no.

1, 2, and 3 (“open hand”, “close hand”, and “open then close hand”), (2) gestures 1, 8, 9, and 13 (“open hand”, “push

with fist”, “push with palm”, and “show one finger”), and (3) gestures 13 to 16 (“show one/two/three/four finger(s)”).

LMC does not identify correctly the exact hand pose of these gestures, resulting in high similarity. Gesture 12 (“barrier

gesture”) is subject to the second problem, as it is executed just outside the field of view of the LMC. Thus, its motion is

not always sensed by LMC.
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(a) User-dependent scenario.
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(b) User-independent scenario.

Fig. 19. Normalized confusion matrices for the best configuration with data acquired from the LMC in the user-dependent and
user-independent testing scenarios. The values are represented as percentages.

6.3 Walabot

In this second study, we evaluated the impact of various parameters, including the processing step, the number of

training samples and the selected pairs of antennas, on the accuracy of the Jackknife gesture recognizer in two testing

scenarios. This study follows the procedure described in Section 6.1 and has four independent variables:

(1) Processing-Step: nominal variable with 4 conditions, representing the processing step of the training data: FFT,

Background subtraction, Inversion, Filtering.

(2) Number-of-Templates: numerical variable with 4 conditions in the user-dependent scenario and 5 condi-

tions in the user-independent scenario, respectively: 𝑇={1, 2, 4, 8} (user-dependent) and 𝑇={1, 2, 4, 8, 16} (user-
independent).
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J=6

J=11

J=16

Fig. 20. Joints used in the three different conditions 𝐽 ∈{6, 11, 16}.

(3) Number-of-Points: numerical variable with 37 conditions representing the number of points per gesture:

𝑁={𝑥 ∈ N | 4 ≤ 𝑥 ≤ 40}.
(4) Antenna-Pairs: nominal variable with 15 conditions, representing unique antenna pairs, the two sets of six non-

redundant antenna pairs, and the combination of the 12 antenna pairs:𝐴𝑃 = {(1), (2), (3), (4), (5), (6), (7), (8), (9),
(10), (11), (12), (1, 2, 3, 6, 8, 9), (4, 5, 7, 10, 11, 12), (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)}.

Regarding the independent variable Antenna-Pairs, only a small and relevant subset of all the 4095 possible

combinations was tested. In the inversion and filtering steps, the vector (length 2 × 𝐴𝑃 ) is the concatenation of the

distance and permittivity values retrieved from all the antenna pairs. In the other steps, the vector (length 2 × 34 ×𝐴𝑃 )

results from the concatenation of the real and imaginary parts of the frequency-domain radar signal (34 frequencies)

from the pairs of antennas.

6.3.1 FFT (Step 2). We obtained a high accuracy rate in the user-dependent scenario (Table 3) with 98.1% in a configu-

ration (𝑇=8, 𝑁=39,𝐴𝑃=(4, 5, 7, 10, 11, 12)), which is 10% higher than the accuracy rate achieved with the LMC data. This

result is due to the fact that the Walabot can pick up small differences in hand pose better than LMC and the different

positions of the two sensors. However, the execution time is longer than 24.8 ms. The accuracy rate increases with the

number of training samples 𝑇 and the number of sampling points 𝑁 , but growth slows as 𝑁 increases. Fig. 23a shows

the confusion matrix for the best performing configuration. The recognition accuracy rate is greater than 90% for all

gesture types and reaches 100% for 7 out of the 16 gestures.

The recognition accuracy rate decreases in the user-independent scenario (Table 4), with a maximum of 13.2% (𝑇=16,

𝑁=39, 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)). In this configuration, recognition takes 86ms on average. Increasing the

number of training samples does not significantly improve the recognition rate (Fig. 22a). The impact of the set of

antenna pairs on the recognition accuracy is small, with the worst performing set achieving only 10.1% accuracy. Fig. 24a

shows that only gesture no. 12 (“barrier gesture”) was correctly identified. This gesture differs from all of the others in

terms of scale and articulation, which makes it easier to differentiate. On the other hand, the accuracy rate stays below

33% for the other gestures. This result is due to a combination of factors: the motion of the hand is similar for gestures
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FFT Background subtraction Inversion Filtering

AP

RR (M, SD)
[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁

1 89.3 (9.7) 4.8 8 38 88.4 (11.4) 3.6 8 32 21.8 (11.6) 1.3 8 38 32.4 (14.0) 0.3 8 22

2 89.9 (9.5) 5.5 8 40 90.6 (7.2) 3.9 8 33 19.1 (9.5) 1.5 8 39 27.2 (9.2) 0.3 8 21

3 87.7 (8.1) 4.1 8 35 89.5 (9.4) 4.1 8 35 22.1 (13.7) 1.4 8 39 27.3 (12.2) 0.2 8 12

4 90.9 (6.7) 4.4 8 39 89.8 (7.9) 4.8 8 40 17.2 (11.6) 1.4 8 37 27.9 (11.1) 0.7 8 36

5 89.2 (7.9) 3.9 8 36 90.1 (6.9) 4.6 8 39 17.9 (10.9) 1.1 8 32 24.7 (11.6) 0.2 8 14

6 87.2 (9.4) 4.1 8 38 89.1 (8.7) 4.4 8 39 28.5 (15.0) 1.5 8 39 35.6 (15.5) 0.7 8 39

7 89.2 (7.5) 4.5 8 40 89.4 (10.2) 4.8 8 40 23.3 (9.1) 1.2 8 34 29.4 (15.3) 0.3 8 18

8 89.3 (9.1) 4.4 8 40 90.4 (6.4) 3.9 8 36 21.6 (11.3) 1.4 8 38 29.2 (9.0) 0.3 8 16

9 89.6 (7.2) 4.0 8 37 91.2 (5.9) 4.2 8 38 20.8 (8.3) 1.2 8 34 31.5 (12.4) 0.6 8 32

10 87.9 (9.2) 4.1 8 38 90.4 (7.2) 4.3 8 37 21.4 (9.3) 1.5 8 39 33.2 (9.8) 0.4 8 26

11 89.1 (6.6) 4.4 8 39 90.1 (7.9) 4.5 8 38 22.4 (11.1) 1.3 8 37 30.9 (12.5) 0.6 8 36

12 87.2 (8.9) 4.4 8 40 90.6 (6.7) 4.7 8 40 25.9 (9.5) 1.2 8 37 35.0 (14.5) 0.3 8 24

1, 2, 3, 6, 8, 9 97.7 (2.2) 21.2 8 36 98.0 (2.6) 19.5 8 35 61.3 (14.4) 1.7 8 35 65.7 (13.3) 1.7 8 38

4, 5, 7, 10, 11, 12 98.1 (2.6) 24.8 8 39 97.7 (2.2) 21.2 8 38 58.7 (12.1) 1.3 8 31 63.1 (10.0) 1.0 8 26

All 12 pairs 97.9 (2.2) 42.1 8 38 97.8 (2.6) 37.9 8 35 65.1 (15.6) 2.4 8 36 66.9 (8.3) 1.0 8 21

Table 3. Recognition rates and execution times obtained for the Walabot data at four steps of the RadarSense pipeline for all the
tested antenna pairs (user-dependent scenario).𝑇=8, best value of 𝑁 . AP=antenna pairs, RR=recognition rate [%], ET=execution time
[ms].

FFT Background subtraction Inversion Filtering

AP

RR (M, SD)
[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁
RR (M, SD)

[%]

ET

[ms]

𝑇 𝑁

1 10.5 (19.1) 4.3 16 22 10.6 (20.7) 5.6 16 26 13.4 (13.4) 0.4 16 11 14.1 (10.8) 0.3 16 10

2 10.4 (20.7) 8.4 16 38 9.9 (17.7) 5.6 16 25 11.5 (8.4) 2.9 16 40 13.6 (9.4) 1.0 16 27

3 10.8 (21.3) 7.5 16 35 10.8 (22.0) 8.4 16 36 12.8 (9.9) 0.2 16 7 16.2 (10.4) 0.4 16 12

4 10.1 (18.9) 7.6 16 35 10.0 (18.8) 9.2 16 40 10.7 (6.8) 0.1 16 5 13.4 (8.7) 0.3 16 10

5 12.4 (21.1) 7.0 16 33 10.8 (20.3) 4.6 16 23 12.4 (10.8) 0.2 16 8 16.5 (8.0) 1.0 16 25

6 10.2 (19.1) 4.0 16 21 10.4 (16.1) 0.8 4 16 15.2 (11.0) 1.2 16 21 18.6 (16.2) 0.5 16 14

7 10.3 (20.2) 2.1 8 22 10.3 (21.7) 5.9 16 26 11.7 (8.7) 0.5 4 36 17.0 (13.2) 0.4 8 18

8 11.6 (24.3) 5.6 16 27 10.9 (21.6) 5.0 16 23 13.3 (9.1) 1.2 16 20 17.4 (12.2) 0.5 16 12

9 11.1 (21.7) 3.4 8 32 11.7 (23.2) 8.9 16 40 13.4 (8.7) 0.1 16 5 17.8 (8.8) 0.4 16 10

10 11.9 (22.1) 6.3 16 30 11.8 (22.3) 7.3 16 34 13.1 (10.1) 0.2 16 7 16.0 (13.8) 0.5 16 13

11 11.6 (20.5) 4.2 8 38 11.6 (22.2) 8.1 16 37 12.9 (8.5) 0.3 16 9 15.8 (9.1) 1.1 16 30

12 10.4 (19.6) 1.4 8 16 9.9 (19.9) 4.3 8 37 16.0 (9.9) 0.5 16 10 18.8 (12.4) 1.3 16 39

1, 2, 3, 6, 8, 9 12.9 (20.9) 35.6 16 32 11.5 (17.7) 18.8 8 34 18.1 (18.9) 2.5 16 29 18.8 (16.9) 2.2 16 32

4, 5, 7, 10, 11, 12 12.2 (21.0) 45.0 16 40 11.4 (19.6) 22.2 8 40 16.2 (15.2) 3.4 16 34 18.6 (14.6) 1.6 16 23

All 12 pairs 13.2 (21.2) 86.4 16 39 11.4 (20.7) 73.8 16 31 17.3 (16.1) 3.2 16 32 18.8 (19.8) 2.3 16 24

Table 4. Recognition rates and execution times for the Walabot dataset at four steps of the RadarSense pipeline for all the tested
antenna pairs (user-independent scenario).𝑇=16, best value of 𝑁 . AP=antenna pairs, RR=recognition rate [%], ET=execution time
[ms].

with low recognition accuracy and the size of the hand varies between participants. Because hand poses are mostly

identified using the intensity of the reflected radar signal, a difference in hand size may be interpreted as two different

hand poses, resulting in a different gesture type. This aspect suggests that a normalization of the reflection amplitude

may be required and/or that recognition should give priority to the relative dynamics of the frames. The lower accuracy

in the user-independent scenario may also be explained in part by slight differences in gesture articulation between the

different users, as mentioned in Section 6.2.
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(a) Step 2 (FFT) 𝐴𝑃=(4, 5, 7, 10, 11, 12) .
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(b) Step 4 (background subtraction) 𝐴𝑃=(1, 2, 3, 6, 8, 9) .
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(c) Step 7 (inversion) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .
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(d) Step 8 (filtering) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .

Fig. 21. Gesture recognition accuracy rates function of the number of sampling points and training samples for the best performing
antenna pair with data acquired from the Walabot at four different steps of the pipeline (user-dependent scenario).

6.3.2 Background Subtraction (Step 4). The results for step 4 are similar to those obtained after step 2 for both the

user-dependent and user-independent scenarios. In the user-dependent scenario, recognition accuracy reaches 98.0%

(𝑇=8, 𝑁=32, 𝐴𝑃=(4, 5, 7, 10, 11, 12)) with an execution time of 19.5 ms. Fig. 21b shows the confusion matrix for this

configuration. The recognition accuracy rate is above 90% for all but one gesture type and reaches 100% for 6 of the

16 gestures. The “push with palm” gesture was recognized less accurately (88%) as it was mostly confused with the

“extend one/three/four finger(s)” and “push with fist” gestures, which have different hand poses but similar motion. The

accuracy rate of individual antenna pairs is still high, between 88.4% and 91.2%.

In the user-independent scenario, accuracy rates reached a maximum of 11.8% (𝑇=16, 𝑁=34, 𝐴𝑃=(10)), lower than
those obtained in step 2. In this configuration, execution time is 7.3ms on average. The confusion matrix (Fig. 24b) looks

similar to that of the previous step with gesture no. 12 (“barrier gesture”) being correctly identified.

6.3.3 Inversion (Step 7). In the user-dependent scenario, the recognition rate for all sets of antenna pairs after the

inversion step is lower than after the first two steps (Table 3). Such a drop is expected because the size of each frame
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(a) Step 2 (FFT) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .
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(b) Step 4 (background subtraction) 𝐴𝑃=(4, 6, 7, 10) .
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(c) Step 7 (inversion) 𝐴𝑃=(1, 2, 3, 6, 8, 9) .
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(d) Step 8 (filtering) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .

Fig. 22. Gesture recognition accuracy rates function of the number of sampling points and training samples for the best performing
antenna pair with data acquired from the Walabot at four different steps of the pipeline (user-independent scenario).

is smaller by a factor of 34 compared to the processing steps. However, we attribute the lower performance to the

limited signal-to-noise ratio in the radar waveforms, to which full-wave inversion is particularly sensitive. Echo from

the hand may become relatively small as a function of its distance and orientation with respect to the radar. Moreover,

a slight change in orientation affects the reflection amplitude, and hence, the retrieved effective permittivity. The best

performing combination of antenna pairs delivered a 65.1% accuracy (𝑇=8, 𝑁=36, 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12))
with an average execution time of 2.4 ms. Fig. 23c shows the confusion matrix for this configuration. Seven of the 16

gestures were recognized with accuracy rates greater than 70%: “open hand”, “swipe right”, “swipe left”, “swipe up”,

“swipe down”, “push with palm”, and “wave hand.” Three gestures were recognized with less than 50% accuracy: “close

hand” and “extend one/two finger(s).” The high accuracy for some of these gestures can be explained by the nature of

effective permittivity and distance metrics. The estimated permittivity increases when the hand opens (larger reflecting

surface) and decreases when it closes (smaller reflecting surface), explains the difference between the results of the

“open hand”,“push with palm”, and “extend one/two finger(s)” results. Similarly, the “push with palm” gesture is easy to
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(a) Step 2 (FFT) 𝐴𝑃=(4, 5, 7, 10, 11, 12) .
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(b) Step 4 (background subtraction) 𝐴𝑃=(1, 2, 3, 6, 8, 9) .
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(c) Step 7 (inversion) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .
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(d) Step 8 (filtering) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .

Fig. 23. Normalized confusion matrices for the best configuration with data acquired from the Walabot at four different steps of the
pipeline (user-dependent scenario). The values in each cell are percentages.

differentiate from the other gestures. In general, the recognition accuracy rate increases with the number of training

samples 𝑇 and the number of sampling points 𝑁 .

In the user-independent scenario, the recognition accuracy rates were low regardless of the set of antenna pairs

(Table 4), the number of sampling points and training templates (Fig. 22c), but was larger than the ones from the first

two steps. The best performing set of antenna pairs resulted in an average accuracy of 18.1% and average execution

time of 2.5ms (𝑇=16, 𝑁=29, 𝐴𝑃=(1, 2, 3, 6, 8, 9)). The low accuracy is reflected by the confusion matrix (Fig. 24c). Only

four gesture types with more than 20% accuracy were recognized, namely, “swipe right”, “swipe left”, “swipe down” and

“wave hand.”

6.3.4 Filtering (Step 8). The recognition accuracy rate increases slightly in both scenarios after the filtering step and

reaches 66.9% (𝑇=8, 𝑁=21, 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)) in the user-dependent scenario and 18.8% (𝑇=16, 𝑁=24,

Manuscript submitted to ACM



RadarSense: Radar-based Hand Gesture Recognition 29

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Predicted

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

A
ct

ua
l

0 27 5 2 0 0 4 12 18 0 0 0 3 11 6 12

8 0 41 5 0 0 0 11 6 0 0 0 16 5 5 3

7 31 12 8 5 2 0 4 3 1 0 0 12 1 10 4

12 3 4 0 27 0 8 6 2 0 0 0 7 3 10 18

3 3 7 13 0 3 5 15 12 3 0 0 7 1 13 15

1 1 2 0 3 33 12 3 9 3 18 0 3 0 6 6

24 1 0 1 6 3 24 0 11 0 1 0 3 10 9 7

0 5 0 4 3 0 0 7 7 0 0 0 34 19 8 13

14 1 0 0 0 0 0 4 1 0 0 0 30 15 9 26

0 2 3 0 12 8 5 1 3 30 14 6 11 0 0 5

0 0 1 0 7 8 1 1 4 46 19 1 4 1 4 3

0 0 0 0 3 2 0 12 0 0 0 80 0 0 0 3

2 0 1 0 0 0 0 16 27 0 0 0 1 25 12 16

0 0 0 0 0 0 0 9 8 0 0 0 24 2 29 28

1 4 0 0 1 0 0 2 14 0 0 0 26 28 3 21

4 0 0 0 0 0 0 1 22 0 0 0 31 12 30 0
0

20

40

60

80

100

(a) Step 2 (FFT) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .
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(b) Step 4 (background subtraction) 𝐴𝑃=(4, 6, 7, 10) .
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(c) Step 7 (inversion) 𝐴𝑃=(1, 2, 3, 6, 8, 9) .
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(d) Step 8 (filtering) 𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) .

Fig. 24. Normalized confusion matrices for the best configuration with data acquired from the Walabot at four different steps of the
pipeline (user-independent scenario). The values in each cell are percentages.

𝐴𝑃=(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)) in the user-independent scenario (Tables 3 and 4). Execution time is still fast at 1ms

and 2.3ms, respectively. Furthermore, the recognition rate increases faster and is more stable than when using unfiltered

inversion data (Fig. 21d). Fig. 23d shows the confusion matrix for the best performing configuration, which is similar to

that from step 7 (Section 6.3.3). Accuracy rates increased for some gesture types, such as “close hand”, “draw infinity”,

“barrier gesture”, and “extend one/two finger(s)”, resulting in all gesture types being recognized with over 50% accuracy

rate.

Despite the filtering, the recognition rate in the user-independent scenario is still low. The confusion matrix (Fig. 24d)

for the best performing configuration is similar to the one from the previous step, with the gesture of the “wave hand”

being the most accurately recognized at 72%. A more in-depth analysis is provided in Section 6.3.3.

Manuscript submitted to ACM



30 Sluÿters et al.

7 DISCUSSION

We now summarize the results of our evaluation. We then draw implications for designing hand gesture interaction

with radar sensors and discuss the limitations of this work.

7.1 Summary of the Evaluation

Despite a large number of gesture classes and few training samples, the Jackknife recognizer achieved very high

accuracy in the user-dependent scenario, reaching around 98% with data from steps 2 and 4, albeit with relatively slow

execution. This is better than what we achieved using LMC data, which sometimes failed to correctly identify the

user’s hand pose, and is very close to the results found in the literature. For example, Lee et al. [79] obtained 99.1%

accuracy on a set of seven hand gestures using a 3D-CNN. Wang et al. [164] reached 96.2% accuracy with their TS-I3D

network on a set of 10 hand gestures. We did not observe a significant improvement between step 2 (FFT) and step

4 (background subtraction), probably because the Jackknife recognizer could isolate user hand reflections from the

background and antenna effects. Still, we expect data from step 2 to be very beneficial for other algorithms, such as

CNNs. Accuracy dropped after the full-wave inversion, reaching 65.1% at step 7 and 66.9% at step 8, which may be

explained by the limited signal-to-noise ratio in the radar waveforms, to which the full-wave inversion is particularly

sensitive. We expect better results using higher-quality radar systems.

However, our system needs further improvements before it is suitable for user-independent scenarios, as it reached

only 13.2% before inversion (steps 2 and 4) and 18.8% after inversion (steps 7 and 8) in the best configurations. The slight

improvement observed when using the signal from steps 7 and 8 likely stems from the fact that the signal after inversion

is reduced to only two parameters, the distance and relative permittivity, which are less influenced by anatomical

differences between users than the raw radar signal. Some approaches proposed in the literature perform significantly

better in a user-dependent scenario, such as Choi et al. [29]’s LSTM encoder, which reached 98.5% accuracy when tested

with gestures from a new participant after being trained on a dataset of 10 hand gestures performed by 10 participants.

Another example is GestureVLAD [22], which reached 91.4% accuracy on a dataset of 11 gesture classes when trained

on gestures from nine participants. The low accuracy reached by our system highlights the need for normalization with

respect to the user (Section 7.3).

Overall, we observed that accuracy increased generally with the number of training templates 𝑇 and the number of

sampling points 𝑁 in most of the configurations tested, but the growth in accuracy decreased as 𝑁 increased. This effect

was even more noticeable with the LMC, as the growth seemed to plateau from smaller values of 𝑁 .Combinations of

pairs of antennas generally performed better than isolating one pair of antenna. The spatial separation of the different

pairs enables them to collect slightly different information, which helps distinguish between gestures. Higher accuracy

could be reached by using fewer, more spaced out (pairs of) antennas, such as in Leem et al. [82].

7.2 Implications for Designing Radar-based Mid-Air Hand Gesture Interaction

I1. Use just the steps of the recognition pipeline that are necessary for a given application. Not all the steps
of our pipeline are necessary for all the applications. For instance, steps 7 and 8 may not be useful if the pipeline is

combined with image classification algorithms, such as a Convolutional Neural Network (CNN). In that case, the data

from step 4 may be appropriate, as it provides a signal without antenna effects, noise, and clutter. Other steps may

hinder performance without a significant gain in recognition accuracy. In contrast, the data from Step 8 is better suited

for simple template matching algorithms that enable end users to enter their own gestures.
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Fig. 25. Hand and body distance constraints for appropriate radar range.

I2. Ensure that hand gestures are performed within the appropriate range of the radar sensor. Hand gestures

should be performed neither too close to the radar (otherwise a more complicated near-field algorithm should be used

to model the radar data and remove radar-antenna effects [71]) nor too far away (otherwise, the reflection may be too

weak, reaching the noise level of the radar, or below the threshold used for the time window). Fig. 25 shows both correct

and wrong examples of distances: both the hand and body are too close to the radar (a), the hand is far enough from the

radar (within 15-75 cm or 6-30 in), but the body is not excluded by the time gating (b), both the hand and the body are

within an appropriate range (c), and both the hand and the body are out of range (d). For example, the “barrier gesture”

is recognized with 100% accuracy in Steps 2 and 4 (Fig. 23a and 23b), but with just 56% and 65% accuracy in Steps 7 and

8 (Figs. 23c and 23d), as most of the gesture motion is performed outside the time window, making it difficult to identify

after step 6 (time gating).

I3. Collect gestures from multiple users. Hands can vary widely in size and surface area between users. The

length of the hand can range from 15 to 30 cm (5.9 to 11.8 in) and the circumference of the hand from 15 to 28 cm

(5.9 to 11.02 in), giving an idea of the potential surface range. Hand and palm surface areas vary with gender, age,

and morphology. For example, Göker and Gülhal Bozkir [48] reported that the average hand surface area for Turkish

women and men is M=158.34 𝑐𝑚2
(SD=14.76 𝑐𝑚2

) and M=127.87 𝑐𝑚2
(SD=14.75 𝑐𝑚2

), respectively, and palm surface

area M=63.91 𝑐𝑚2
(M=11.84 𝑐𝑚2

) and M=82.98 𝑐𝑚2
(SD=10.74 𝑐𝑚2), respectively. Variations in the hand surface area

result in variations in the radar signal that should be taken into account to ensure high recognition accuracy, especially

for the user-independent scenario. Other parameters can equally vary between different users, such as arm length and

position relative to the radar (e.g., elevation, distance), which may also result in signal variations. Gesture training sets

for user-independent recognition should include samples produced by a variety of users.
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Walabot

Fig. 26. Examples of variations in hand surface.

I4. Favor gestures with motion parallel to the radar beam. As the angular resolution of a radar is significantly

lower than its range resolution, it is easier to recognize gestures that are performed in a parallel plane with respect to

the radar than in other configurations, such as orthogonal plane. As a negative example, the “Swipe left/right/up/down”

gestures are more difficult to differentiate, especially with only one pair of antenna. As a positive example, “Push with

palm/fist” will be easier to differentiate from other gestures (e.g., “Pull”), even with one antenna pair due to the relatively

good range resolution of the radar.

I5. Favor gestures with a highly differentiable surface of exposure. For example, in the user-dependent scenario,

there was little or no confusion between the “push with palm” and “push with fist” gestures (Fig. 21) because the palm

has a larger exposure surface than the fist, resulting in a larger amplitude of the received radar signal. This difference in

amplitude can be used by a recognizer to differentiate between the two gestures. On the other hand, gestures such

as “extend one/two/three/four fingers” were less accurately recognized, especially in the user-independent scenario

(Fig. 22) because their surface of exposure was similar.

I6. Favor the most accurately recognized gestures. Priority should be given to gestures that are the most accurately

recognized. Positive examples for the Walabot are gestures no. 1 to 4, 7, 10, and 11 with more than 70% recognition

accuracy rates.

I7. Acquire a minimum of four templates per gesture type. Our evaluation in the user-dependent scenario

showed that recognition accuracy rates improved when the number of training samples increased from 1 to 8, with

𝑁=4 achieving more than 90% accuracy rate in some configurations (Fig. 21a and 21b). The number of training samples

should be chosen to balance gains in recognition accuracy and the cost of collecting more gesture samples. Keeping the

number of training samples small is beneficial for end users that can define their own gestures with minimal effort.

This aspect also represents a motivation in our approach to combine physical electromagnetic modeling with pattern

matching algorithms that enables users to customize the gesture set without extensive training.

I8. Use multiple antennas. Combining multiple pairs of antennas greatly improves the accuracy of recognition

with the inversion data from Steps 7 and 8 (Sections 6.3.3 and 6.3.4). In a previous paper [136], inversion data resulted

in poor recognition rates with a single high-end radar antenna (Fig. 12). However, the number of antennas seems to be

a more relevant parameter than the quality of the antennas when using inversion.
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I9. Identify the best combinations of antenna pairs. Our evaluation revealed that gesture recognition accuracy

varies with the antenna pairs of the Walabot (Table 3 and 4). For instance, in the user-dependent scenario, the best

performing antenna pairs were 𝐴𝑃 = (4, 5, 7, 10, 11, 12) for step 2 (Section 6.3.1), 𝐴𝑃 = (1, 2, 3, 6, 8, 9) for step 4

(Section 6.3.2), and 𝐴𝑃 = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) for steps 7 (Section 6.3.3) and 8 (Section 6.3.4). It may not be

necessary to use all transmitters/receivers of a radar system if the same or better accuracy can be achieved with only a

subset.

I10. Select gestures based on the level of criticality of your application. For non-critical application (e.g.,

interacting with a TV at home) gestures with lower accuracy, such as “extend one/two/three/four fingers”, may be

selected if they are well suited to perform a specific action. In such applications, an incorrect result from the recognizer

would only impact the user experience of the application. In any case, using small gesture sets composed of training

samples from the same person that uses the system are the key to provide high gesture recognition accuracy. The ability

of our system to support very few training samples facilitates this, as it takes only a few minutes for a user to generate

their own gesture set. For safety-critical applications, such as performing high-precision medical procedures, developers

should rely on small gesture sets composed exclusively of gestures that can be recognized with very high accuracy (>

99%). It is strongly advised to train the system with data from the same person(s) that would use the system in order to

guarantee high accuracy. In fact, an incorrectly recognized gesture in these applications could have life-threatening

consequences.

7.3 Limitations and Future Work

Execution time. All our data pre-processing and testing was performed offline, as pipeline execution is currently too

slow for applications that require response in interactive time. Future work will focus on optimizing the various steps

of the pipeline (inversion in particular) and investigating techniques for gesture segmentation to identify candidate

gestures from a continuous stream of radar data.

Data normalization. The low recognition accuracy obtained for user-independent scenarios highlights the need

for more work on data normalization in our pipeline with respect to the user performing the gesture. Anatomical

differences between users (e.g., hand size, arm length) and other differences, such as the position with respect to the

radar, introduce variations that, when combined, reduce the effectiveness of the recognition algorithm. For example,

a larger hand will reflect more signal back to the radar, resulting in a greater relative permittivity measured for the

same gesture. As a consequence, the following changes are recommended for the pipeline to take into account such

differences: (1) normalize the amplitude of user reflections with respect to their hand hand and body size, (2) extract the

hand-body distance instead of the hand-radar distance in the inversion stage, and (3) normalize the hand-body distance

with respect to the user’s arm length. In addition to improving the recognition accuracy for the user-independent

scenario, the above improvements would enable the RadarSense pipeline to accommodate better small variations

between repetitions of the same gesture performed by the same user.

Participants in our Study. Our study used a small number of users to train the recognizer and hand gestures were

performed in a controlled environment: one user in front of the radar and very little clutter. Therefore, it must be

confirmed whether our results can be transposed to a wider user population, including left- and right-handed people or

people of different heights. Although we did not evaluate the impact of such factors on the recognition performance of

the RadarSense pipeline, we expect that changes to the pipeline, e.g., new normalization steps, will be necessary.
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Context of Use. The context of use [26, 36] is defined as the set of users engaged in tasks together with the available

devices (the radar in our case) and the computing platforms (the laptop in our study) as well as the physical and social

environments. Contextual differences can determine other types of variation that we did not consider in our evaluation.

For example, when only one user performs the gestures, only their body can cause interference. If another user enters

the active sensing area of the radar, e.g., for the collaboration scenario, for example, an additional source of interference

must be taken into account in the modeling and inversion steps.

Radar Types. Since the bandwidth of the US version of the Walabot device is larger than that we could use with the

European model, we recommend replication of our experiment. We hypothesize that the higher bandwidth will result in

raw signals of better quality and thus increased recognition accuracy rates. Furthermore, future work should investigate

whether relying on a larger set of antenna pairs (e.g., the 40 antenna pairs available in the PROF_SENSOR profile of

the Walabot) or using multiple radar sensors could enable the accurate recognition of a wider range of gestures. The

placement of radars at various locations [131] and the effect of the recognition accuracy of gestures sensed from those

locations are another interesting direction for future work. The choice of the Walabot for our evaluation was mainly

dictated by its availability on the market, its small weight, low price, and available API. When other radar sensors offer

similar conditions, such as Vayyar’s single chip platform, they should be considered for a comparison evaluation.

Environments. Radars are prized for being operational under various environmental conditions with respect to

lighting conditions and occlusion. However, it remains to be determined the influence of experimental conditions on

the recognition accuracy of gestures sensed with radars. Examples include gestures performed in the dark (e.g., under

critical conditions), gestures performed behind a surface (e.g., in an inaccessible room), or gestures resulting from a

reflection (e.g., in a corridor perpendicular to the one covered by the radar). For these conditions, gesture elicitation

studies [155] would be useful to understand users’ preferences.

Gesture Recognition Algorithms. Our paper focused on the template matching approach for gesture recognition,

which we showed to be accurate with just a few training samples. In particular, we used the Jackknife recognizer [146],

that supports multiple data types, such as frequency-domain radar signal, sound, 3D position. For future work, it would

be interesting to examine whether some steps of our pipeline, such as step 3 (removal of radar source and antenna

effects) and 4 (background subtraction), could also improve the recognition performance of other techniques (e.g., CNNs

or LSTMs).

Gesture Set. The gestures in our dataset were selected based on their diverse shapes, sizes, and potential mapping to

system functions. It would be interesting to conduct a gesture elicitation study [151, 155] to determine which gestures

are preferred for specific tasks in specific applications. In addition, our gesture set consists of mid-air hand gestures

exclusively, but other gesture types, including gestures performed with the feet and head, will be interesting to explore

as well.

8 CONCLUSION

The use of microwave radar sensors for gesture recognition has several advantages compared to vision-based sensors,

including less sensitivity to environmental conditions. However, because of the complexity of radar signals, most of the

existing work on this topic has relied on complex machine learning approaches. As an alternative, we proposed a new

processing pipeline for radar gesture recognition that filters the raw radar signals and reduces them to two physically

meaningful features, the hand-radar distance and the effective permittivity of the hand. We observed that recognition
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accuracy rates of up to 98% can be achieved using both raw and filtered frequency domain signals with user-dependent

training. The inversion step of our pipeline considerably reduced the size of the gestures and the average execution

time at the expense of accuracy. However, using more antenna pairs resulted in an increase of accuracy. We discussed

limitations and proposed implications of our findings for future development of radar-based gesture recognition.

OPEN SCIENCE

Ourwebsite https://sites.uclouvain.be/ingenious/2022/11/15/radarsense-accurate-recognition-of-mid-air-hand-gestures-

with-radarsensing-and-few-training-examples/ provides the reader with useful resources, including SLR data (Section

3) the LMC and Walabot datasets (Section 5), and evaluation data (Section 6).
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Type Frequency band Reference(s)

CW

L [156]

S [125, 126, 157]

C [190, 191]

X [40, 41, 70, 102, 175, 177, 193]

K [9–11, 17, 21, 47, 74, 75, 84–86, 91, 98, 104, 133, 167, 168, 177, 182, 184, 185, 189]

V [129]

FMCW

K [2, 21, 27, 35, 51, 73, 106, 121, 122, 124, 140, 160, 195–197, 199]

V [16, 22, 29, 31, 53–55, 79, 92, 116, 123, 138, 142, 143, 147, 161]

W [37, 38, 42, 49, 51, 60, 61, 93, 94, 96, 101, 107, 107, 119, 128, 141, 144, 149, 162–166,

176, 181, 188, 194, 198, 200]

THz [158, 159, 201]

Unknown [59]

Pulse

S [65, 115]

C [62, 66, 67, 81, 82, 87, 132]

X [3, 4, 45, 51, 63]

K [192]

V [39, 43]

Unknown [89, 114, 134]

DSSS V [92]

Unknown Unknown [88]

Table 5. Distribution of papers from our systematic literature review according to the type and frequency band of the radar(s).
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