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Abstract

We examine peripheral interactions in XR environments, for which we
propose a conceptual space with two specialized dimensions, Interaction-
Attention and Reality-Virtuality. We also formalize the notion of an
“XR display” to expand the application range of ambient displays from
physical environments to XR. To operationalize these conceptual con-
tributions for researchers and practitioners, we capitalize on Sapiens,
an open-source event-based software architecture for peripheral interac-
tions in smart environments, to propose Sapiens-in-XR, an extended
architecture that also covers XR displays. In a simulation study based
on a Poisson probabilistic model of notification delivery, we demonstrate
the efficiency of the event processing pipeline of Sapiens-in-XR with an
average processing time of just 18ms from event creation to delivery. We
present simulations of peripheral interaction scenarios enabled by our
conceptual space and Sapiens-in-XR, and report empirical results from
a controlled experiment implementing one scenario, where users were
asked to maintain their focus of attention in the central field of view
while notifications were displayed at the attention periphery. Our results
show similar user perception and the same level of user performance with
understanding and recalling content of notifications in either the virtual
and physical environments. Our conceptual space, software architecture,
and simulator constitute tools meant to assist researchers and practi-
tioners to explore, design, and implement peripheral interactions in XR.

Keywords: Extended reality, peripheral interaction, conceptual space,
event-based software architecture, head-mounted displays
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1 Introduction

Our everyday lives represent a never-ceasing game of interaction-attention,
where information from the physical environment and the body reaches the
state of conscious awareness, as it flows between the center and periphery of
our attention. This intrinsic feature to human biology and cognition has been
skillfully exploited in the Human-Computer Interaction (HCI) and Ambient
Intelligence (AmI) communities for designing and implementing peripheral
interactions in the context of calm computing [1], smart environments [2], and
ambient media [3,4] delivered by ambient displays [5,6] and, recently, for vir-
tual [7] and augmented reality [8,9] environments in the Virtual Reality (VR)
community. The spectrum of possibilities for interaction design addressing
various levels of human attention is known as the interaction-attention con-
tinuum [10]. At one end of this continuum, focused interactions capture the
center of attention by being intentional, conscious, and under the direct, pre-
cise control of the user. At the opposite end, implicit interactions take place
outside the attentional field, are subconscious and unintentional. Located in-
between, peripheral interactions [2,10,11] target the periphery of attention by
featuring subconscious and intentional, but also direct, yet imprecise control.
These characteristics turn peripheral interactions into highly effective personal
routines that seamlessly support the majority of everyday life activities [12]
without overloading conscious cognitive processes [10].

Although peripheral interactions have been extensively examined in the sci-
entific literature, both in terms of conceptual development [2,10] and practical
opportunities for novel interactive systems and applications [13–16], implemen-
tations have relied so far on information that users perceive following stimuli
from the physical world. However, as augmented (AR), mixed (MR), virtual
(VR), and extended reality (XR) worlds become increasingly integrated in our
lives, e.g., the upcoming metaverse [17] with profound expected influence on
human social functioning [18], and given the increasing availability of devices
that support immersive user experiences [19], we believe it is high time to
examine peripheral interactions for which the substratum is represented by
physical-virtual environments. To the best of our knowledge, such an investi-
gation has not been conducted so far. Nevertheless, the formalism of XR [20]
as the umbrella concept for AR, MR, and VR offers the opportunity to exam-
ine peripheral interactions for a variety of hybrid environments specified along
Milgram et al.’s [21] Reality-Virtuality Continuum.

In this context, our specific research questions are:
RQ1. How can peripheral interaction be formalized for XR environments? We

address this research question with a new conceptual space that combines
Interaction-Attention [10] and Reality-Virtuality [21].

RQ2. How do users perceive content delivered in XR at the periphery of
their attention? We examine this research question with user experience
measures of noticeability, appropriateness, comfortability, and usefulness.
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RQ3. What is the user performance with content delivered at the periphery
of attention in XR environments compared to physical ones? We examine
this research question with measures of content understanding and recall.

In line with these research questions, we make several theoretical and practical
contributions, as follows:

1. We present an examination of peripheral interactions for which the sub-
stratum is represented by stimuli originating from XR environments.
Specifically, we build on Sapiens [16], an open-source software archi-
tecture for peripheral interaction in smart environments, which features
dedicated software components to assist engineering of systems and appli-
cations implementing peripheral interactions in physical environments.

2. We introduce a dedicated conceptual space for peripheral interactions in
XR on top of Bakker and Niemantsverdriet’s [10] Interaction-Attention
Continuum and Milgram et al.’s [21] Reality-Virtuality Continuum, and
formalize the concept of an “XR display” to extend the coverage of
ambient media displays [1,6] from physical environments to XR. These
conceptual contributions constitute into a new framework for support-
ing the development of possible applications in the spectrum of XR
interaction-attention.

3. To demonstrate and validate our theoretical concepts in the context of
previous research in the area of peripheral interactions, we develop a
software simulator, Sapiens-in-XR, representing an extension of Sapi-
ens [16]. To this end, we introduce dedicated software components for
presenting information using XR displays, and we deliver our simulator
online for XR researchers and practitioners; see Figure 1 for a screenshot.
We also validate Sapiens-in-XR with a technical evaluation, where mul-
tiple XR displays are dynamically generated in our software architecture
following Poisson distributions to model notification events.

4. We conduct a controlled experiment with fifteen participants using the
HoloLens head-mounted display (HMD) to demonstrate one possible
application enabled by our framework for interaction-attention in XR, but
also to collect user experience measures. We report positive user percep-
tions of the noticeability, appropriateness, usefulness, and comfortability
of content delivered in the form of notifications in XR at the periphery of
user attention.

2 Related Work

We relate to prior work on peripheral interactions with a focus on the concept
of useful field of view and software applications and tools for supporting the
development of such interactions. We also present an overview of Sapiens [16],
the software architecture for peripheral interaction in smart environments on
which we build to deliver Sapiens-in-XR. Finally, we relate to the scientific
literature examining immersive user experiences in XR.
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Fig. 1 Snapshot of Sapiens-in-XR, our online simulator for interaction-attention in XR
environments. The physical devices illustrated in this figure, such as the wall display, sound
surround system, and motion tracker, target various points on the Interaction-Attention
Continuum [10] in the physical world. XR displays, depicted in red, are dynamically created
to support peripheral interaction-attention tasks in XR. Sapiens-in-XR is available at http:
//www.eed.usv.ro/mintviz/resources/SAPIENS/in-XR.html.

2.1 Peripheral Interaction

The growing number of computer devices per user and the interactions they
enable in the context of the mobile and wearable computing paradigms have led
to an increased load on the users’ center of attention. Since focused attention is
serial in nature, only one device, application, or system at a time can effectively
exploit it [22]. The next subsection introduces relevant human vision mecha-
nisms in relation to this aspect from the perspective of the useful field of view
(FOV). By sequentially shifting the center of attention among multiple devices
and the interactions they enable, the illusion of task parallelism is achieved
with the side effect of increasing cognitive load because of frequent context
switching. An alternative solution to expand the information spectrum for the
users of a smart environment, while avoiding unwanted increase in cognitive
load, is for devices and interactions to target the periphery of user attention
and shift to the center only when needed [11,23]. This approach, an instance of
calm technology [1], has been formalized as peripheral interaction [2,11]. Exam-
ples of systems include Cow-Clock [13], FireFlies [14], Lantern [24], or Audience
Silhouettes [15], to name a few, which have employed physical devices of vari-
ous kinds to deliver information at the periphery of user attention. Also, a few
systems have proposed peripheral interactions for AR environments [9,25,26],
but such contributions have been scarce compared to the large body of work
using physical devices in physical environments. We believe that this state of
affairs is a direct consequence of lacking concepts and frameworks for combined
attention and hybrid reality concepts, which have developed in isolation in dis-
tinct scientific communities. In Section 3, we address this aspect by proposing
a conceptual space for Attention-Interaction in XR, which we instantiate and
validate with our dedicated software architecture, Sapiens-in-XR.

http://www.eed.usv.ro/mintviz/resources/SAPIENS/in-XR.html
http://www.eed.usv.ro/mintviz/resources/SAPIENS/in-XR.html
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Fig. 2 The decrease in the coverage of the useful field of view, a concept from Mack-
worth [27], from (a) an initial large angle to (b) a considerably reduced angle because of the
presence of noise. Notes: light orange circles (a,b) denote the central vision area, blue circles
(a,b) depict the peripheral view, and black circles (b) represent noise; figure (c) depicts the
central and peripheral field of views as a series of concentric circles.

2.2 Useful Field of View

According to Bakker et al. [2], peripheral interaction is grounded by divided
attention and multitasking theory. By building on the same conceptual foun-
dations, our approach is to investigate specific human factors involved in
peripheral interaction. To this end, we draw from human vision research, which
defines the Useful Field of View (Figure 2) as the area around the fixation point
from which information is processed during a given visual task [27]. Based on
early studies of human vision [28], it has been established that, when noise is
introduced in the visual field (Figure 2c), the effective fixation area represented
by the useful FOV is limited to only 2◦, a phenomenon referred to as tunnel
vision [27,28]. This level of performance is in stark contrast to the peripheral
vision, where large objects can be detected in a FOV spanning between 50◦

and 90◦. Consequently, as object density increases, cognitive processes must
reduce the useful field of view to an area that can be processed effectively. In
Section 5, we present a controlled experiment where the main task is main-
taining focused attention in the central FOV, while content is displayed at
the periphery of user attention with the goal to explore implications of the
mechanisms of human vision for the design of peripheral interactions in XR.

2.3 Software Tools for Smart Environments

We use the term “smart environment” to denote “an ecology of intercon-
nected smart devices that impacts users’ perception of, attention to, and
interpretation of information, content, and feedback delivered by the smart
environment,” following a definition from Schipor et al. [16, p. 5] provided in
the specific context of applications and systems implementing peripheral inter-
actions. From the wide scientific literature on smart environments [29–31], we
are interested in software tools and architectures for engineering interactions
and applications thereof. For instance, Caballero et al. [32] introduced a soft-
ware architecture for emotion detection and regulation in smart environments
that processes psychological signals, facial expression, and aspects of user
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behavior, and provides responses to regulate users’ emotional states towards
positive moods. HyBloSE [33] is a blockchain-based framework for smart envi-
ronments that runs on low-power devices. Seraj et al. [34] proposed BEESM,
a block-based end-user programming tool that facilitates rapid prototyping of
applications for smart environments. SpaceState [35] is a system for design-
ing spatial user interfaces that use depth cameras to react to changes in the
physical layout of a room. For this purpose, SpaceState identifies the state of
the physical environment of the room in real-time, which enables adaption to
various room states and reaction to transitions between states. The Proximity
Toolkit [36] is a framework designed for rapid prototyping of proxemic-aware
interactions in smart environments. It offers out-of-the-box support for mon-
itoring entities present in a smart environment, e.g., users, devices, and
non-digital things, and reports proximity information about those entities, such
as orientation, distance, motion, etc. Schipor et al. [37] introduced Euphoria,
an event-based software middleware to support development of interactions
with heterogeneous devices with applications for smart environments of many
kinds, from smart rooms to smart vehicles. Euphoria constituted the foun-
dation for Sapiens [16], the software architecture for peripheral interactions
in smart environments that we employ to deliver Sapiens-in-XR, our exten-
sion to cover peripheral interactions for XR environments. Due to its direct
relevance to our work, we present an overview of Sapiens next.

Schipor et al. [16] introduced Sapiens, a specialized event-based software
architecture that enables engineering of peripheral interactions in smart envi-
ronments with a variety of I/O devices, from public interactive surfaces and
wall displays to personal mobile and wearable devices. Sapiens capitalizes on
the multimodal nature of human attention and implements a probabilistic algo-
rithm for inferring user attention for an ecology of devices that deliver messages
and notifications. To support these features, Sapiens implements event-based
processing with five software components: (1) Attention-Detection in
charge with estimating users’ focus of attention in the physical environment,
(2) Priority-Management establishes device priority for delivering noti-
fications, (3) Interruptibility-Prediction handles external events and
forwards messages to output devices, (4) Context-Awareness collects and
interprets proximity-related information for devices registered in the smart
environment, and (5) Device-Interchangeability enables notifications to
be delivered by output devices via specific modalities. We refer readers to
Schipor et al. [16] for technical details about the Sapiens software architecture.

2.4 Software Tools for XR environments

Several software tools have been proposed in the scientific community to
support development of applications for XR environments. For example,
Billinghurst and Nebeling [38] introduced a tool for rapid prototyping of XR
experiences meant for a non-technical audience. Nebeling et al. [39] imple-
mented XRStudio, a pipeline for delivering lectures in VR that capitalizes on
immersive content, live streaming, and virtual production techniques from film
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making. Speicher et al. [40] introduced 360theater, a new method and compan-
ion tool for rapid prototyping of AR/VR experiences involving 360◦ videos.
Pohl et al. [41] developed Body LayARs, a toolkit that supports development
of body-based AR prototypes. Body LayARs features a graphical program-
ming environment with a device-independent runtime abstraction. Rompapas
et al. [42] implemented Project Esky, an open-source XR framework for high
fidelity hand-based interactions with virtual content. Despite an increasing
interest in software tools to assist development of XR environments and design
of new XR experiences, peripheral interactions have not been addressed so far
in relation to stimuli originating from XR environments. Next, we complete
our discussion of the scientific literature with an overview of prior work that
examined aspects of user attention in XR.

2.5 Attention State in XR environments

Attention “is used to focus the human cognitive capacity on a certain sensory
input so that the brain can concentrate on processing information of inter-
est” [43] (p. 166). Biocca et al. [44] introduced the “attention funnel,” an
omnidirectional 3D cursor to guide user attention towards objects completely
outside the FOV. Bonanni et al. [45] used layered interfaces designed according
to cueing and search principles employed by the process of attention focus to
reduce user cognitive load and improve user performance with and confidence
in the system. Lu et al. [46] investigated a subtle cueing method to support
visual search in AR, which was found as effective as explicit cueing, but less
distracting. Finally, Veas et al. [47] examined the effectiveness of directing user
attention by imperceptibly modifying video features using a saliency modu-
lation technique. Although this prior work has contributed useful results to
inform the design of attention-driven user interfaces in XR environments, none
addressed interactions performed at the periphery of user attention.

2.6 Summary

We overviewed prior work on peripheral interactions from the perspective
of the useful FOV and software tools for smart environments. We found
that, despite considerable scientific contributions in the area of peripheral
interactions for physical environments, scientific research examining attention-
interaction in XR has been very scarce. In this context, both conceptual
developments and practical tools are needed, which we introduce next.

3 Formalization of Peripheral Interaction in XR

XR can enhance the capacity of a smart environment to support peripheral
interactions in many ways, such as by compensating limitations of physical
displays with flexible form factors in XR. For example, many display char-
acteristics, such as size, location, orientation, output modality, and source
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of content, are essential for designing interactions across the Interaction-
Attention Continuum [10], but are not flexible because of the rigid form factors
of physical displays. The alternative of an “XR display” is an appealing concept
to address such limitations. XR displays, unlike their physical counterparts,
could be instantiated on demand, according to context and specific events,
such as events generated by changes in user eye gaze, head orientation, and
body behavior as well as other aspects relevant for inferring the user’s cen-
ter of attention, as discussed in Section 2. Moreover, the content presented
on XR displays could be dynamically superimposed on and aligned with the
physical environment, including physical and ambient displays. For example,
virtual replicas of physical devices with which the user is already familiar,
e.g., a TV screen [48], are among the many form factors [49] that an XR dis-
play could take to match user needs and support more effective interactions
in hybrid, physical-virtual worlds. To support such desiderata and address
research question RQ1, we introduce in this section a conceptual space for
peripheral interactions in XR and formalize the concept of an “XR display”.

3.1 Conceptual Space for Interaction-Attention in XR

Following the lack of a conceptual framework for the formalization and oper-
ationalization of interaction-attention in XR, we propose a two-dimensional
space that draws on Bakker and Niemantsverdriet’s [10] Interaction-Attention
Continuum for the physical environment and Milgram et al.’s [21] Reality-
Virtuality Continuum for mixtures of physical and virtual environments,
respectively; see Figure 3. In this space, application scenarios that have been
previously proposed for peripheral interaction, e.g., those described in Bakker
an Niemantsverdriet [10], refer to physical devices and displays and, thus, are
directly contained by our conceptual space in the area delimited by the dashed
line corresponding to the “Real” endpoint of the vertical axis. However, XR
environments that move away from this endpoint lead to new opportunities
for interactions and immersive experiences. To operationalize these opportu-
nities for practical applications, we divide our space in five regions marked
with the numbers À to Ä in Figure 3. In region À, content is delivered to
the center of attention by a physical display, while an XR display, rendered
for example using a pair of smartglasses, presents additional information. In
region Á, an HMD with contextual understanding of the physical surround-
ings leverages non-digital objects from the physical environment as anchors to
deliver notifications to the user’s center or periphery of attention, e.g., weather
information displayed next to a physical window. Applications from region Â
address multiple users engaged in a collaborative task in XR, but the same
message is delivered differently to each user at various points corresponding to
the Interaction-Attention Continuum according to their engagement with the
task or perceptual-motor abilities. In region Ã, messages are displayed on a
physical device from the periphery of the user’s FOV and enriched with virtual
content. When the physical display exits the user’s FOV, the virtual content
takes over the periphery of attention. A characteristic of this region is that
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Fig. 3 A two-dimensional conceptual space for peripheral interaction in XR in the con-
junction of the Interaction-Attention [10] and Reality-Virtuality [21] continua. Various
applications are enabled by different regions of this space and are discussed in the text.
Peripheral interactions explored in the scientific literature, e.g. [10], reside along the “Real”
region of our conceptual space delineated by the dashed line.

physical and XR displays can be interchangeably employed by users or tar-
geted by the application implementing peripheral interactions in XR according
to specific cues about users’ focused attention. Finally, region Ä, although
falling by definition outside the attentional span of the user, represents a viable
option for XR displays to momentarily hide from the FOV. For example, in
a multi-user collaborative application, the same content is visible to some of
the users, but not to all as a direct effect of users’ orientations and FOVs but
also of content type, ownership, and privileges to access content. The nature
of a mixed world [21], combining both physical and virtual elements, can also
be explored to present content using different output modalities, representing
different instances of the Reality-Virtuality Continuum. These examples show
how our conceptual space enables a variety of scenarios that extend the char-
acteristics of conventional physical displays, including the diverse form factors
that ambient displays [5,6] take in physical environments. Next, we formalize
the concept of a XR display.

3.2 XR Displays

The notion of an XR display becomes critical when extending Interaction-
Attention in the context of the Reality-Virtuality continuum to differentiate
against physical displays. To this end, an overview of display taxonomies pro-
posed so far in the scientific literature is useful to highlight the need for and
to contextualize the new concept of an XR display for peripheral interactions.

Physical displays have been characterized in the scientific literature in many
ways. For example, Itoh et al. [19] used a classification based on three types of
realism: spatial realism emerging from virtual images and the real world, tem-
poral realism subsuming latency of many sources (tracking, application, image



10 SAPIENS in XR

generation, and display latency), and visual realism referring to visual quali-
ties, such as color reproduction, dynamic range, occlusions, depth, and FOV.
Lantz et al. [50] identified three classes of displays: (1) small-scale, single-user
displays (e.g., HMDs or desktop stereoscopic displays), (2) medium-scale dis-
plays (e.g., CAVEs and power walls), and (3) large-scale displays for immersion
experiences involving groups of users (e.g., IMAX and domes). Regarding large
displays, Ardito et al. [51] identified specific display characteristics, such as
visualization technology, setup, interaction modality, application, and location,
which can be used to differentiate between different display classes. Heller et
al. [52] examined wearable displays and identified two categories. The first cat-
egory describes the placement of the display and specifies location (e.g., head,
waist, legs, etc.), accessories (e.g., eyewear, rings, etc.), clothing (shirts and
tops, notions, dresses), and skin and body (e.g., skin, face and neck, hands,
and fingers). The second category regards the properties of the content ren-
dered on the display with the following subcharacteristics: audience (public,
intermediate, private), temporal aspects (refresh rate, persistent/ephemeral)
and information density (monochromatic, RGB elements, etc.). By examining
“Fused Twins” as a step towards AR media architecture, Grübel et al. [53]
introduced augmentable user screens, i.e., displays defined along Milgram et
al.’s [21] Reality-Virtuality Continuum [21] that are (i) 3D and (ii) only visible
in an immersive world.

Based on this previous work, we introduce XR displays as a specific cat-
egory of virtual objects rendered in XR environments that feature Itoh et
al.’s [19] spatial and visual realism, Lantz et al.’s [50] multiscale and multiuser
characteristics, and build on top of Grübel et al.’s [53] criteria for augmentable
user screens. To these characteristics, we add two more that operationalize XR
displays from the perspective of software architecture for peripheral interac-
tions [16], as follows: (i) the properties (e.g., size, location, orientation, etc.) of
an XR display can be dynamically changed during and following events from
the physical-virtual environment and user interaction, and (ii) XR displays
can be created and destroyed on-the-fly in the XR environment. Property (i)
specifies the high flexibility of an XR display in contrast to its physical counter-
part, while property (ii) acknowledges the heterogeneity of application needs
for smart environments with multiple content sources and I/O devices that
demand user attention [16]. According to this definition, XR displays exist at
the intersection of the physical and the virtual with convenient characteris-
tics that make them transition fluently, in terms of form factor and behavior,
between the center and periphery of user attention. With these characteristics,
XR displays can cover all the regions of our conceptual space for peripheral
interaction in XR illustrated in Figure 3. Next, we show how XR displays can
be implemented in applications supported by Sapiens-in-XR, our software
architecture and simulation tool for peripheral interactions in XR.
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4 Sapiens-in-XR, an Event-based Software
Architecture and Simulator for Peripheral
Interactions in XR

We introduce Sapiens-in-XR, our software architecture for peripheral inter-
actions in XR. Since Sapiens-in-XR is open source and freely available online
as a Three.js1 web application, we do not insist on its engineering details.
Instead, we present the new, specialized software components dedicated to
peripheral interaction in XR according to our conceptual space from Section 3
and report empirical results from a technical evaluation of Sapiens-in-XR.

4.1 The Software Architecture of Sapiens-in-XR

Figure 4 illustrates the Sapiens-in-XR software architecture built on top of
Sapiens [16] that, at its turn, was built on top of Euphoria [37], an event-
based software architecture for implementing interactions with heterogeneous
I/O devices in smart environments. On these foundations, Sapiens-in-XR
introduces new software components specific to XR, highlighted in Figure 4:

� XR-Physical-Reality-Fusion is a software middleware that merges
information from both physical and XR displays, designed to behave as
an abstract interface to I/O devices. This component communicates with
Sapiens [16] to reuse the attention-detection and context-aware features
of the latter.

� The Attention-Detection component supersedes the one from Sapi-
ens [16] to address aspects of user attention towards entities from the
XR environment. For instance, HMDs that render virtual content inte-
grate eye gaze and head trackers, hand and gesture detectors, and speech
recognition. This information is fed into Attention-Detection to
complement the data collected by the original version from Sapiens.

� The Devices layer specifies physical devices, e.g., a wall display from
the physical environment or the user’s smartwatch and, as a particular
subcategory, XR devices, e.g., a pair of smartglasses for AR, next to XR
displays as formalized in Section 3. While physical devices are tightly
coupled with a particular adapter (platform, operating system, commu-
nication protocol, API, etc.), the latter represent software objects that
expose generic interfaces; see the top layer from Figure 4. Nevertheless,
the nature of the display, either physical or virtual, is transparent to the
business logic of Sapiens-in-XR, where all of the displays are ultimately
represented with abstract software objects that expose specific capabili-
ties, e.g., a fixed screen size for a physical display or multiple form factors
possible for an XR display, to present information to users.

� The XR-Displays-Handler software component is in charge of cre-
ation, manipulation, and destruction of the software objects representing
displays in the Sapiens-in-XR architecture. It receives input from

1https://threejs.org/

https://threejs.org/
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are shown connected since Sapiens-in-XR reuses components of Sapiens.

Attention-Detection to update XR displays. This component has a
logical connection with the Priority-Management component of Sapi-
ens [16], which it uses to obtain information about the notifications to
be delivered and their priority.

For other technical aspects of the implementation of Sapiens-in-XR, we refer
readers to the open-source code of our software architecture available online
at http://www.eed.usv.ro/mintviz/resources/SAPIENS/in-XR.html.

4.2 Technical Performance of Sapiens-in-XR

To understand the technical performance of Sapiens-in-XR, we conducted a
technical evaluation in which XR displays, notifications to be delivered with
XR displays, and the corresponding events for creating, transmitting, and
rendering notifications were processed in the Sapiens-in-XR architecture.

We conducted our evaluation in the form of a simulation experiment by
measuring the processing time of an event, in milliseconds, from its creation
(i.e., new information becomes available in the XR environment to be displayed
to the user) to finalization (i.e., the message encapsulating the information
reaches the target display). Processing time is a common measure to charac-
terize the technical performance of an implemented software architecture for
processing messages through its various layers and components [16,37] and can
be evaluated in different conditions represented by different content types and
sizes and environment complexity, respectively [54]. Regarding the latter, we
varied the number of XR displays from 1 (corresponding to a lightweight envi-
ronment with the smallest number of displays competing for the user attention)

http://www.eed.usv.ro/mintviz/resources/SAPIENS/in-XR.html
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to 16 (a dense environment with many displays) in a geometric progression
with the common ratio 2, i.e., N=1, 2, 4, 8, and 16 displays, respectively.
For each simulation condition consisting of N displays, we injected events in
the Sapiens-in-XR architecture at random moments in time sampled from
Poisson distributions with the rates λ=10, 5, and 1, corresponding to differ-
ent expected numbers of notifications occurring over a 5-second time interval.
These values describe “aggressive,” highly attention demanding environments
(λ=10), e.g., representative for an action video game, where notifications
occur very frequently, to more “calmer” environments with more time elapsing
between consecutive notifications (λ=5 and λ=1, respectively). We modeled
notification delivery in our simulation experiment as a Poisson process [55]
since (i) events are discrete properties, (ii) events are independent, i.e., the
occurrence of one event does not affect the probability of a second event to
occur, (iii) the average rate of events occurring is independent of any occur-
rences and under our control with the λ parameter, and (iv) two events cannot
occur at exactly the same instant (our software architecture is not intended to
be a real-time processing architecture).

Our technical evaluation was a controlled experiment that measured the
response time of Sapiens-in-XR function of two factors of environment com-
plexity, the number N of XR displays and the notification rate λ. We ran
Sapiens-in-XR as a Node.js2 server application on a Windows 10 desktop PC
(3.60GHz Intel Core i9-9900KF CPU, RAM 64GB) in a 5GHz Wi-Fi network
implemented with an ASUS RT-AC87U router. For each combination of N×λ,
we generated 100 events and averaged the time measured for processing those
events by the software components of the Sapiens-in-XR pipeline, from the
creation of the events to their delivery on a XR display. The results showed an
average of 11ms processing time per event for N=1 and 2 displays, 13ms for
N=4 to 8, and 18ms for N=16 displays, which represent fast response times
for practical applications under a variety of simulated conditions.

4.3 Sapiens-in-XR as a Simulator for Peripheral
Interactions in XR Environments

Our discussion from Section 2 revealed few studies on the user attentional
state in XR, of which most [43,44,46,47] related to visual search tasks. In this
context, where empirical evaluations are lacking, but the scope of peripheral
interaction in XR is wide (Figure 3), tools to assist simulation of new sce-
narios for interaction-attention in XR are a valuable resource for researchers
and practitioners. In the following, we show how our web implementation of
Sapiens-in-XR can be used to simulate such scenarios.

We implemented Sapiens-in-XR on the web to enable rapid specification
and exploration of diverse layouts of XR displays according to the various
regions of our conceptual space from Figure 3 with the goal to inform design
and implementation of peripheral interactions in XR. Figure 5 shows a few

2https://nodejs.org/en/

https://nodejs.org/en/
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S6 S5 S4 

Flexible XR displays with AR and MR devices Flexible XR displays with a VR device Rigid form factor displays 

S3 S2 S1 

Fig. 5 Examples of application scenarios simulated using Sapiens-in-XR for peripheral
interaction in XR with various devices and user configurations: (1) single user watching a
movie in AR using a pair of smartglasses, while also receiving notifications in the glasses,
(2) single user watching a movie in VR using an HMD, receives notifications in VR via the
HMD, but also in the physical world via the smartphone; (3) AR movie and notifications
delivered via AR glasses, and notifications on the wall display; (4) multiple users, movie
and notifications in MR via the HoloLens HMD, one user also receives notifications via the
wall display; (5) multiple users watch a movie in AR and VR with different devices, receive
notifications in AR and VR, but also from the smartphone and wall display (6); multiple
users, AR and VR movie, notifications in AR and VR, one user also receives notifications
on the wall display.

examples where diverse types of XR displays are used to render content. We
use notifications as the key component for exploring peripheral interaction.
The XR displays that deliver notifications are represented with rectangular
objects in our simulator, e.g., the red display in the front of the user from
Figure 5.1. Notifications posses specific properties, such as level of priority
(low, medium, and high, same as in Sapiens [16]), behavior (e.g., blinking for
visual notifications and volume for audio notifications), and can be activated
and deactivated at will during the simulation.

Our simulator communicates with and employs the components of the
Sapiens-in-XR software architecture via standard HTTP and WebSocket
calls in the same way a real environment would in a deployed application.
In fact, the Sapiens-in-XR architecture does not differentiate between calls
that come from a simulated or actual device. This level of abstraction enables
Sapiens-in-XR to be readily used in a variety of scenarios where the com-
ponents can be software, hardware, or simulated, as in the case of our web
application. The Specific and Generic Adapters are embedded as inter-
faces into the software components of the simulator, which resides on the
Devices layer of the Sapiens-in-XR architecture illustrated in Figure 4.
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Fig. 6 The control panel of the Sapiens-in-XR online simulator for peripheral interactions
in XR that enables specification of simulation options for the software architecture compo-
nents of Sapiens, simulated display devices, and corresponding notifications. For example,
checking the “Wall Display” option enables notifications to also be shown on a physical dis-
play from the physical environment, and checking the “Priority Management” option enables
the Sapiens component for prioritizing notifications on specific devices. See Figure 1 from
Section 1 for the presentation of the control panel in the Sapiens-in-XR simulator.

To control the simulation, we implemented a Control Panel with check
boxes corresponding to the following categories of elements that can be moni-
tored during a simulation of peripheral interaction in XR: panels, notifications,
software modules, personal devices, ambient devices, and XR devices; see
Figure 6. The first category, panels, enables visualization of JSON messages
exchanged between the different software components of Sapiens-in-XR and
a visualization of the corresponding JavaScript code, respectively. The sec-
ond category, notifications, enables simulation of different priority levels (low,
medium, and high) for the content delivered to users, i.e., higher priority noti-
fications are delivered by devices located more closely to the center of the FOV
and by more devices, respectively, following [16]. The third category, software
modules, is used to activate/deactivate specific modules of the Sapiens-in-XR
architecture, such as Attention-Detection, Context Awareness, and
Priority Management illustrated in Figure 4, to understand their effect on
notification delivery. The remaining categories from the Control Panel present
different types of display devices, from personal to ambient to XR displays.
Examples include personal device categories already available in Sapiens [16]
(tablet, smartphone, electroencephalography (EEG) headset, and eye tracker),
and new categories representative of XR personal displays, according to our
definition from Section 3: AR, MR, and VR glasses and HMDs. The ambient
device category includes the ambient displays from Sapiens [16].

4.4 Examples of Simulations with Sapiens-in-XR

We exemplify in the following a diversity of scenarios simulated using the web
implementation of Sapiens-in-XR for peripheral interaction using XR dis-
plays of many kinds; see Figure 5 for snapshots captured using our simulator.
From left to right and top to bottom, we present six simulation scenarios (S1



16 SAPIENS in XR

to S6), of increasing complexity in terms of the number of involved users and
types of display devices:
S1) Single user, single display, AR. In this scenario, Michael watches a movie

using a pair of light AR smartglasses, such as Vuzix Blade. Occasionally,
notifications are displayed at the periphery of his FOV.

S2) Single user, multiple displays, VR and physical world. In this scenario,
Sandra watches a movie using the HTC Vive HMD and occasionally
receives notifications rendered in the HMD at the periphery of her FOV.
Also, high-priority notifications are enabled on the smartphone located on
the table. In this scenario, notifications came from two personal devices
and require attention switching between the physical and virtual world.

S3) Single user, multiple displays, MR. Matthew watches a movie using the
HoloLens HMD and receives notifications both on the HMD and the wall
display at the periphery of his FOV. Just like in the previous example,
notifications came from two devices, but there is no switching of attention
between the two worlds since the world configuration is mixed.

S4) Multiple users, AR and MR devices. In this scenario, Michael and
Matthew watch the same movie, but on two different devices: Michael uses
the light AR smartglasses as in scenario S1 and Matthew the HoloLens
HMD as in S3. They receive notifications on these devices, but Matthew
can also observe notifications on the wall display from the room.

S5) Multiple users, AR, MR, and VR devices. Michael, Sandra, and Matthew
watch the same movie using different devices: lightweight AR smart-
glasses, VR HMD, and HoloLens HMD, respectively, as in the scenarios
S1, S2, and S3. They receive notifications on these devices. Matthew can
also see notifications delivered on the wall display, and Sandra receives
notifications on her smartphone.

S6) Multiple users, AR, MR, and VR devices (variant). This scenario is simi-
lar to S5 with the main difference that Sandra can also receive notifications
from the wall display in augmented virtuality [21]. To consume a wall
display notification, her VR HMD renders a part of the physical world
showing the wall display.

These examples illustrate application scenarios of various complexities that
bring about various nuances of implementing peripheral interactions in XR.
Scenario S1 explores the interaction between one user and a personal device
capable of rendering lightweight AR content in 2D, such as the Vuzix Blade
smartglasses. Scenario S2 moves the interaction and consumption of virtual
content in VR, but also allows notifications from the smartphone, a personal
device representative of interactions in the physical world. However, Sandra,
the protagonist of the second scenario, has to actively switch her attention
between the physical and virtual environments to consume notifications deliv-
ered independently in the two worlds. Scenario S3 eliminates this drawback
by replacing the VR HMD with the HoloLens headset, a MR device. More-
over, reading messages from the wall display, an ambient device representative
of physical smart environments, becomes possible for the MR user. Scenario
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S4 scenario is a combination of S1 and S3, S5 a combination of S1, S2, and
S3, and S6 a variation of S5 with multiple users. In these scenarios, different
users employ different personal display devices with different capabilities for
presenting virtual content in AR, MR, and VR, and some of the users can also
access notifications delivered by physical displays.

5 Experiment

Simulations represent an useful intermediate step to understand the complex-
ity of implementing peripheral interactions in XR environments enabled by
a diversity of display devices and supporting various kinds of XR displays,
respectively, but also to inform design requirements of the corresponding appli-
cations and systems implementing those interactions. However, to evaluate and
understand aspects of end-user perception (according to our research question
RQ2) and user performance (research question RQ3) with peripheral interac-
tions in XR, user studies are in order. Following our approach based on the
concept of the useful FOV (see Section 2), we implemented a user study in
the form of a controlled experiment with the main task represented by users
maintaining the focus of attention in the central FOV, while notifications are
displayed at the periphery of their attention. To this end, we selected one of
the scenarios exemplified in Subsection 4.4 to implement in our experiment.
We preferred scenario S3, where the user wears a MR HMD and, thus, has
access to notifications rendered both in the HMD and on ambient displays
from the physical environment since it can be easily implemented with just
one personal device giving access to both the physical and virtual worlds and
one ambient display, respectively.

5.1 Participants

Fifteen participants (11 men and 4 women), representing young adults between
18 and 29 years old (mean M=20.5, standard deviation SD=3.0 years), par-
ticipated in our study. Their self-reported average daily time dedicated to
watching TV and video streaming platforms was between one and seven hours
(M=3.5, SD=2.0), and the most preferred TV genres were movies (86.7%),
comedy/sitcoms (53.3%), science and technology shows (46.7%), documen-
taries (40%), and game shows (40%), respectively. In terms of their previous
experience with XR devices, five of the participants (33.3%) reported having
used HMDs before our study.

5.2 Apparatus and Procedure

We developed a HoloLens application presenting a 21-minute long movie,3

and created a set of sixteen text notifications to be delivered at specific times
during the movie. All the notifications contained between eight and sixteen

3The movie “40 days” was produced by Imagine8 Series and is available from the web address
https://www.youtube.com/watch?v=R4FRlQ1GujU.

https://www.youtube.com/watch?v=R4FRlQ1GujU
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(a) (b) (c)

Fig. 7 Apparatus used in our experiment conducted to examine user perception of and
performance with peripheral interactions in XR: (a) a participant watches a movie using
the HoloLens HMD, while notifications are delivered on a physical display (b) or inside the
HMD (c), two conditions for which we examine notifications addressing peripheral attention.

words that were rendered on two or three lines of text using a black font on
a white background, and were related to the movie. Half of the notifications
was rendered in the HMD, next to the movie, at the attention periphery; see
Figure 7c. The other half was displayed on a physical screen connected to a
Windows PC, on which another application was running; see Figure 7b. We
controlled the environment (position of the chair, the physical screen, and ori-
entation of the user during the experiment) so that the notifications displayed
by HoloLens were approximately aligned with those displayed on the physical
screen when the participant was facing forward, as illustrated in Figure 7a.
Participants were instructed to press the Space key on a keyboard as soon as
they observed a notification. The order of the notifications was randomized per
participant and type of display, HMD or physical screen. Notifications lasted
for eight or sixteen seconds, depending on the length of their text.4 Before the
start of the experiment, participants signed a consent form and filled out a
questionnaire with demographic information. A post-experiment questionnaire
collected several measures of user experience presented in Subsection 5.4.

5.3 Design

Our experiment was a within-subject design with one independent nominal
variable, Display-Type, with two conditions (virtual and physical) and five
dependent variables: Recall-Rate, Noticeability, Appropriateness,
Comfortability, and Usefulness, described in Subsection 5.4.

5.4 Measures

We used a post-experiment questionnaire to collect various measures of user
experience and attention representing the dependent variables in our experi-
ment. The measures capture aspects of the benefits subjectively perceived by
our participants, e.g., ease of noticing notifications displayed in the virtual and
physical worlds, among others, collected with 7-point Likert scales with items
ranging from 1 (“strongly disagree”) to 7 (“strongly agree”), as follows:

4Hsieh et al. [56] employed a duration of twelve seconds in their study on messaging notifi-
cations in VR. Because of the different lengths of our notifications, short and long, we used eight
and sixteen seconds, respectively, with an average that matches the duration of twelve seconds
used by Hsieh et al. [56].



SAPIENS in XR 19

� Noticeability, representing the participants’ reaction to the statement
“Notifications displayed in the virtual world were easy to see.”

� Appropriateness, corresponding to the statement “Displaying notifica-
tions in the virtual world was appropriate.”

� Comfortability, corresponding to the statement “Reading notifications
in the virtual world was comfortable.”

� Usefulness, corresponding to the statement “Receiving notifications in
the virtual world was useful.”

To evaluate the effectiveness of notification delivery, we also measured
Recall-Rate by asking participants questions about the content of the noti-
fications and evaluating the correctness of their answers. As a complementary
measure of recall, we evaluated Num-Observed, where we asked participants
to state how many notifications they had observed in both the physical and
virtual environments. We also adopted the reaction time measure employed by
prior work that evaluated user attention in XR [43,44,46], defined as follows:

� Reaction-Time represents the average duration, in milliseconds, needed
by our participants to confirm, with the press of the Space key, that they
observed a notification.

Besides these measures addressing specific aspects of user perception and
performance, we also administered the following generic tests to understand
the overall user experience of peripheral notifications in XR:

� Task-Load, measured with the NASA TLX test [57]5 to collect partici-
pants’ subjective ratings of perceived workload on six dimensions (mental
demand, physical demand, temporal demand, performance, effort, and
frustration). TLX returns a score from 0 (low) to 100 (high workload).

� Usability, measured with the System Usability Scale [58]. SUS consists
of ten statements that elicit the degree of agreement using 5-point Likert
scales with items from 1 (“strongly disagree”) to 5 (“strongly agree”).
Answers are aggregated into a score between 0 (low) and 100 (perfect).

� Presence, measured with Witmer and Singer’s [59] presence question-
naire (PQ v2.0) consisting of 32 questions, of which we used just the
20 questions corresponding to the involvement/control, natural, interface
quality, and auditory dimensions that were relevant to the scope of our
experiment.6 We normalized Presence by dividing the sum of the rat-
ings, minus 20, to (140−20), where 140 represents the largest possible
score obtained with 20 questions and a maximum rating of 7 per ques-
tion, and 20 the smallest possible score corresponding to all of the ratings
being 1. By multiplying the result with 100, we report values of per-
ceived Presence in the interval from 0 (low) to 100 (high), similar to
the Task-Load and Usability dependent variables, respectively.

� Immersion, measured with Rigby et al.’s [60] Immersive Experience
Questionnaire for Film and TV (Film IEQ) for evaluating video viewing
experiences in immersive environments. The test consists of 24 questions,

5We implemented the test using www.keithv.com/software/nasatlx/nasatlx.html.
6We removed the questions referring to the haptic dimension.

www.keithv.com/software/nasatlx/nasatlx.html
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e.g., “To what extent did the movie, TV show, or clip hold your atten-
tion?,” evaluated with 7-point Likert scales with items from 1 (“very
little”) to 7 (“very much”). We normalized Immersion by dividing the
sum of the ratings, minus 24, to (168-24), where 168 represents the largest
possible score obtained with 24 questions and a maximum rating of 7 per
question, and 24 the smallest possible score corresponding to all of the
ratings being 1. By multiplying the result with 100, we report Immersion
values between 0 (low) to 100 (high), respectively.

5.5 Results

5.5.1 User Perception of Notifications

We found positive perceptions (mean ratings above 5.0 on a scale from 1 to 7)
of the Noticeability, Appropriateness, Usefulness, and Comfortabil-
ity of notifications displayed in the virtual and physical environment, the two
conditions of the Display-Type independent variable. Mean Noticeability
was 5.7 (SD=1.2) for notifications rendered in the virtual environment and 5.8
(SD=1.4) for those delivered on the physical screen, respectively (Z=− 0.180,
p=.857, n.s.). Mean Appropriateness was 5.1 (SD=1.6) for the virtual and
5.3 (SD=1.2) for the physical environment (Z=−0.209, p=.835, n.s.). Regard-
ing Comfortability, we found a mean rating of 6.0 (SD=1.1 and 0.9) for each
condition of Display-Type (Z=− 0.137, p=.891, n.s.). Finally, Usefulness
was rated at 5.8 (SD=1.3) and 5.9 (SD=0.8), respectively (Z=−0.142, p=.887,
n.s.). These results indicate similar user perceptions of notifications delivered
using the HMD in the virtual environment and the conventional display in the
physical world.

5.5.2 User Performance with Notifications

We evaluated Recall-Rate and Num-Observed as two measures of recalling
the content presented using notifications. On average, participants observed
12.0 notifications (SD=3.3) out of the total number of 16 that were presented
during the experiment, with no statistically significant effect of Display-
Type (Z= − 1.206, p=.228, n.s.). The mean Recall-Rate was 86.7%
(SD=24.6%) for notifications displayed in the virtual environment and 77.9%
(SD=24.2%) for those displayed on the physical screen with no significant effect
of Display-Type (Z=−0.640, p=.522, n.s.). To understand more about user
performance, we analyzed Reaction-Time and found 2.47s (SD=1.52s) and
3.02s (SD=1.56s) for notifications delivered in the virtual and physical envi-
ronment, respectively, with a significant effect of Display-Type (t(14)=2.456,
p<.05) and a medium effect size (Cohen’s d=.634). These results indicate the
same level of user performance in terms of understanding and recalling con-
tent delivered by notifications in either the virtual and physical environments,
but our participants were approximately 20% faster at noticing and reacting
to notifications delivered in the HMD, where the movie was also presented.
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5.5.3 Perceived Usability and Experience

The average SUS was 79.3 (SD=12.8), a high value falling under the forth
quartile, the “acceptable” range, and between the “good” and “excellent” lev-
els of usability, according to the interpretation recommendations of Bangor et
al. [61]. Perceived Task-Load was overall low (M=38.1, SD=15.6) with the
lowest score obtained on the performance subscale (M=24.3) and the highest
on mental demand (M=53.3). To put the TLX results into perspective, our
scores fall in the second quartile of a distribution of over one thousand TLX
scores reported in academic publications [62], in the second quartile for com-
puter activities, the first quartile for video game tasks, and the first quartile
for cognitive tasks, respectively, denoting an overall low to medium perceived
workload; see Grier’s [62] meta-analysis of NASA TLX scores. The average
perceived Immersion was 61.7 (SD=8.8), situated in the second part of the
measuring scale towards high immersion. The Immersion subscales revealed
high captivation (M=69.6), representing viewers’ enjoyment, how interested
they were, and their motivation during the experiment, and high compre-
hension (M=66.7), i.e., how well the concepts and themes of the presented
content were understood by the participants. The real-word dissociation and
transportation subscales of the Immersion experience revealed lower scores
(M=41.5 and 50.9, respectively), indicating that our participants were aware
of the real-world surroundings with moderate feelings of being located in the
augmented world. The average Presence was 68.8 (SD=8.2), situated in the
second part of the measuring scale towards high levels of perceived presence.
We also found a relatively high perception of the auditory dimension (M=83.3)
of the virtual world, of the involvement with the virtual world (M=68.1), and
of the extent to which interactions felt natural and the virtual world consistent
with the physical reality (M=72.2). The interface quality subscale, represent-
ing the extent to which our participants were able to concentrate on the task
of the experiment and were not distracted by controls/displays, indicated a
good overall experience (M=69.3).

5.5.4 Summary

Our empirical findings revealed positive user perception of notifications
addressing peripheral attention in both the virtual and physical environments
as well as similar user performance with respect to understanding and recalling
the content of those notifications. The only statistically significant difference
observed between the physical and virtual world conditions was represented by
our participants having a faster reaction time when notifications were deliv-
ered in the virtual world, where the movie was equally presented, a finding
that can be explained by lower cognitive demands from not having to manage
focused and peripheral attention between the two worlds.
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6 Limitations

There are several limitations to our technical contribution represented by
the Sapiens-in-XR software architecture. First, when extending Sapiens to
Sapiens-in-XR, we implemented specific adapters (Figure 4, top) for just a
few devices (Vuzix Blade, HTC Vive, and HoloLens), but interesting future
work is the development of a repository for the community to share adapta-
tion modules for other XR devices. Second, the XR-Display-Handler and
XR-Physical-Reality-Fusion components of Sapiens-in-XR were instan-
tiated in our simulator on the same platform, but it would be useful to evaluate
the impact on the technical performance of Sapiens-in-XR when employ-
ing micro-services as containers for software modules and components that
run on different platforms. Finally, the current design and implementation of
Sapiens-in-XR does not include any module dedicated to the anticipation or
prediction of the user experience in specific application scenarios of peripheral
interaction in XR environments, although such a module would be very useful
to practitioners during simulations.

7 Conclusion and Future Work

We introduced Sapiens-in-XR, an event-based software architecture for appli-
cations implementing peripheral interactions in XR environments. To this end,
we formalized the notion of XR displays, and presented a conceptual space for
peripheral interactions in XR addressing multiple levels of user attention. The
results of a preliminary technical evaluation of Sapiens-in-XR indicated fast
processing times of the events generated and consumed in our software archi-
tecture. We also discussed possible simulations enabled by Sapiens-in-XR, of
which we implemented one in the form of a controlled experiment to evaluate
user perception of and performance with peripheral interactions in XR. Our
results showed similar perceptions of notifications delivered by the HMD in the
virtual environment and a conventional screen in the physical world and the
same level of user performance at understanding and recalling the presented
content. By adopting the open-source approach of Sapiens [16], we also release
our implementation in the scientific community to foster more work in the
area of peripheral interactions in XR. Future work will consist in evaluating
user performance for other application scenarios informed by our conceptual
space involving different types of XR displays and mixtures of displays from
the physical and virtual environments. Understanding the user experience of
peripheral interactions in various types of XR environments enabled by vari-
ous XR devices represents another opportunity to increase our understanding
and design knowledge of peripheral interactions in XR.
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