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Abstract—Conventional feedback methods for delivering mo-
bile notifications primarily resort on the visual, auditory, and
tactile channels, readily accommodated by smartphones, smart-
watches, glasses, and armbands. Contrary to this mainstream,
we are interested in this work in information delivered through
the user’s body, designed for the kinesthetic channel, which
involves dedicated devices that can actuate specific body parts,
e.g., putting the index finger into states of hyper-extension at
custom angles and duration. Given the novelty of this feedback
type, situated at the intersection of body augmentation, extended
reality, and wearable computing, very few studies have reported
on the user experience of kinesthetic notifications, especially in
real-world contexts of use. In this paper, we report on observa-
tions collected during a two-day open-public science fair, where
we presented “Fingerhinter,” our finger-augmentation device
designed for kinesthetic feedback, to a large and heterogeneous
audience. More than one hundred people, aged five to fifty years
old, engaged with Fingerhinter and provided valuable insights
about their experience of wearing and using it. Out of these
participants, a subgroup of twenty also completed the UMUX-
Lite questionnaire to formally evaluate their user experience.
Additionally, we report on the participants’ feedback regarding
suitable notification types for kinesthetic feedback delivery as well
as potential applications that could benefit from the integration
of kinesthetic feedback into smart interactive wearables.

Index Terms—Wearables, finger-augmentation devices, kines-
thetic feedback, Extended Reality, Sensorimotor Realities

I. INTRODUCTION

Notifications are ubiquitous in a connected world where
mobile users have increasing access to a diversity of smart
mobile and wearable devices, of which one major function is
keeping users updated with digital content of various sources,
from current news to personal health and activity to social
media. Conventional methods employed to deliver notifications
primarily employ visual, auditory, and vibrational cues. Con-
trary to this mainstream, our goal in this paper is exploring
a less studied modality for implementing notifications that
uses the kinesthetic channel in the larger context of designing
digital proprioception for devices, environments, and users [2].
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Fig. 1. Fingerhinter [1], our index-finger-augmentation device for kinesthetic
feedback, consists of a servomechanism that pulls the index finger into
controlled states of hyper-extension at specified angles. In the example
portrayed in this photograph, Fingerhinter could enhance reading by providing
feedback related to the action from the book or by implementing a kinesthetic
bookmark, i.e., finger extension when the user reaches a specified page.

While user behavior and preferences for conventional feedback
modalities have been well-documented [3]-[8], emerging out-
put modalities subsumed under the paradigm of on-body inter-
action [9] and non-natural interaction [10] require dedicated
examination to understand user experience (UX).

On-body interaction represents an emerging computing
paradigm in which the human body is repurposed as a generic
input/output platform [11]-[13]. In this paradigm, computer
devices compete for the cognitive, sensory, and motor re-
sources of the human body, occasionally affecting user agency
and, sometimes, facilitating digital symbiosis with the user.
In this context, kinesthetic feedback is perception of position
and movement of one’s body parts originating from receivers
in the body joints and muscles [14], [15]. By leveraging
kinesthesia through body actuation, user agency may be tem-
porarily affected during the delivery of a notification [1],



which is transmitted not to the user’s body, but through the
body. Fingerhinter [1], portrayed in Figure 1, is our finger-
augmentation device, used in this work to elicit the UX of
notifications delivery through movements of the index finger.

Kinesthetic feedback generated by a computer device de-
signed to be worn on the user’s body can be characterized
from the perspective of extended reality (XR) applied to the
sensorimotor level, i.e., an instance of Sensorimotor Realities
(SRs) [16]. Since Fingerhinter delivers kinesthetic feedback
through controlled index-finger hyper-extensions, it addresses
a different sensory landscape compared to conventional XR
devices and technology, coupled with actuation of the finger.
Consequently, understanding the UX of such a modality for the
delivery of digital content, which acts as an extension beyond
the physical reality of the body, forms the goal of this work.
Our contribution is represented by an analysis of observations
collected during a two-day open-public science fair, where we
presented Fingerhinter to a heterogeneous audience. We report
insights from users’ informal encounters with kinesthetic feed-
back technology, and suggest opportunities for future work
in this direction at the intersection of body augmentation,
extended reality, and wearable computing.

II. RELATED WORK

The scientific literature contains many reports on the imple-
mentation of kinesthetic feedback involving wearable devices,
for which a variety of technologies has been considered, in-
cluding electric motors [17]-[19], electric muscle stimulation
(EMS) [20], electromyography (EMG) [21], EMS and EMG in
conjunction [22], [23], and shape memory alloys (SMAs) [24],
among others. The majority of work on kinesthetic feed-
back has focused on applications within virtual environments,
gaming, medical contexts, or various simulation scenarios.
Fingerhinter [1] was used as a test bench for demonstrating
kinesthetic feedback to unveil participants’ preferences for
corresponding notifications as well as to assess their usability
in various contexts of use. In the next section, we present more
details about Fingerhinter, the device used for this work.

III. FINGERHINTER, A FINGER-AUGMENTATION DEVICE
FOR KINESTHETIC FEEDBACK

In the following, we briefly describe technical and engineer-
ing details of Fingerhinter [1], the wearable device used in this
work for implementing finger-level kinesthetic feedback.

A. Technical details

Fingerhinter has the capability to put the index finger into a
state of hyper-extension, which represents a “fingerhint” [1],
during which user agency is temporarily bypassed; see Fig-
ure 1 from the first page for a photograph. Fingerhinter is
composed of a Hitec HS-422 servomechanism [25] (3.3kg/cm
maximum torque and 0.21s/60° speed at 4.8V) that provides
the necessary power for index-finger hyper-extensions, at-
tached through a nylon thread to a series of supports placed on
each phalanx of the finger. This configuration ensures stability
and comfort as power is distributed across the entire finger

and each phalanx is individually supported. The platform and
supports were created using PLA (Polylactic Acid) through 3D
printing using the Fused Filament Fabrication (FFF) technol-
ogy, which ensures that the constituent parts of Fingerhinter
are lightweight. The platform and servomechanism are affixed
to the dorsal part of the hand using Velcro straps, ensuring
a secure fit for various hand sizes. The servomechanism is
controlled by an Arduino MKR WIFI 1010 [26]. For power,
we used a series of four GP ReCyko Pro 1.2V 2000mAh
rechargeable batteries with the voltage stabilized at 5V through
a boost converter; for more details, we refer readers to [1].

B. Kinesthetic feedback

A fingerhint represents kinesthetic feedback produced by
a finger-augmentation device, such as Fingerhinter [1], in
the form of actuation that puts the finger into a series of
n consecutive states of hyper-extension. A fingerhint can be
fully specified with a mathematical formalization of 6§ and
7, as follows: {(0;, ;) €[0°,45°]x(0, 00),% = 1..n}, where 0;
represent the finger extension angles at the metacarpopha-
langeal (MCP) joint, given an upper limit of 45° according
to human anatomical limitations [27], [28], and T specifies
the dwell time during which the finger is kept in a specific
hyper-extension of #. A simple fingerhint can be described
as y1={(25°,250ms)}, i.e., the device produces a 25° finger
hyper-extension at the MCP joint, pauses for 250ms, and re-
leases the finger, which returns to its previous state. More com-
plex fingertips comprise several states of hyper-extension, for
example: 2= {(40°, 500ms), (20°, 500ms), (30°,250ms)}. In
this example, the finger is put into a state of 40° hyper-
extension for 7;=500ms; subsequently, the finger transitions to
the next state, represented by 20°, for an additional 72=500ms;
in the end, the finger returns to its initial state.

IV. INFORMAL ENCOUNTERS WITH FINGERHINTER

We presented Fingerhinter to a large and heterogeneous
audience during an open-public science fair, with the goal of
collecting observations about the user experience of fingerhints
represented by notifications delivery through the body.

A. Audience

Fingerhinter was tested by a diverse group of over 100
individuals, ranging in age from 5 to 50 years old. Due to
the unexpectedly high popularity of the device, a considerable
number of individuals were waiting in line to test it. Of this
audience, a sample of 20 people (7 male, 13 female, ages be-
tween 12 and 45 years old, M=24.9, SD=11 years) participated
in a more formal evaluation by providing detailed feedback
about the device and answering specific UX questions.

B. Setting

We arranged a booth to exhibit Fingerhinter at a science
fair (see Figure 2 for photographs) and implemented the
following protocol for greeting visitors to our booth. First,
we provided an explanation of Fingerhinter’s purpose func-
tionality. For the visitors that wished to try the experience of



Fig. 2. Visitors of a science fair experiencing kinesthetic feedback delivered by Fingerhinter, our finger-augmentation device.

kinesthetic feedback for themselves, we attached Fingerhinter
to their dominant hand and calibrated the length of the wire
to accommodate different hand sizes. Once Fingerhinter was
comfortably in place, various fingerhints (see Subsection III-B
for examples) were demonstrated. After the visitors confirmed
they understood the purpose of the device and experienced
kinesthetic notifications, we elicited them for feedback about
several aspects of Fingerhinter, structured in the form of a short
UX questionnaire for fast administration in such a setting.
The questionnaire comprised demographic information (age
and gender), the two items of UMUX-Lite' (Usability Metric
for User Experience) [31] rated on 7-point Likert scales, and
the following two open-ended questions: “What type of noti-
fications would you prefer to receive through Fingerhinter?”
and “For what purposes would you utilize Fingerhinter?”.

V. RESULTS

We found that the mean UMUX score was 76.7 (SD=15.0)
on a scale from 0 (low) to 100 (high usability); see Figure 3,
left. Considering that Fingerhinter was merely a prototype
with a prominent and conspicuous form factor, we consider
this score to be quite commendable. Furthermore, this result
reveals a good usability perception after just one first, informal
encounter with kinesthetic feedback technology, strengthen-
ing empirical results obtained through in-lab evaluations [1].
Specifically, Catand and Vatavu [1] reported a mean UMUX
score of 62.5 from a thorough evaluation conducted with
21 participants across many UX dimensions. In response
to our first open-ended question about suitable notification

IUMUX-Lite is the shorter version of UMUX and SUS [29], for which
prior work [30] reported good correlation scores.

types to be delivered with Fingerhinter, we elicited a total
of 26 suggestions, which we grouped into six categories: text
messages (9/26=34.6%), phone calls (6/26=23.1%), social
networks (5/26=19.2%), reminders (2/26=7.7%), calendar
events (2/26=7.7%), and alarms (2/26=7.7%); see Figure 3,
right. Responses to our question about potential applications
and use cases for Fingerhinter included VR, video games, and
health rehabilitation. Many of the visitors who tried Finger-
hinter described a distinctive sensation, somewhat unusual, yet
overall enjoyable and non-discomforting.

VI. TOWARDS INTELLIGENT NOTIFICATION DELIVERY ON
THE KINESTHETIC CHANNEL

We designed Fingerhinter as a platform to assess usability
perceptions and collect user feedback about the distinctive ex-
perience of kinesthetic notification delivery at the index-finger
level. In future work, we envision various application scenarios
where interactive systems leverage kinesthetic feedback for
intelligent notifications that adapt to their users’ context. To
resume the example from Figure 1, let us consider the activity
of reading a book being enhanced by kinesthetic feedback
delivered on the fingers and hands used to hold and manipulate
the book. As the user picks up the book, Fingerhinter could
begin signaling, through subtle index-finger extensions, prox-
imity to the page where the user stopped reading last time,
and eventually culminate in a noticeable pull of the finger
upon reaching that page—i.e., a kinesthetic bookmark. Also,
while the user is reading, Fingerhinter could deliver finger
movements that match the intensity of the action described
on the current page, contributing to an increased immersive
experience where the user’s body is effectively involved in
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Fig. 3. Left: distribution of the UMUX-Lite scores obtained from an evaluation involving a sample (N=20) of visitors to our booth. Right: expressed preferences
for notifications associated with kinesthetic feedback collected during our evaluation.

the reading process—i.e., a kinesthetic reading experience.
Finally, Fingerhinter could serve to deliver notifications from
external sources, such as alerting the user about a missed
phone call, filtered based on an intelligent assessment of
the user’s interruptibility level, e.g., by balancing notification
urgency with the user’s engagement in their current activity.
To intelligently deliver fingerhints in such situations, the
wearable device can leverage IMUs and torsion sensors to
infer the level of interruptibility from the user’s activity. For
instance, by using the data from IMU sensors integrated in off-
the-shelf wearable devices, CNN-LSTM models can identify
activity [32]. Furthermore, adjusting the pattern and intensity
of fingerhints according to the user’s context can lead to more
personalized notification experiences. If the reading activity
transitions to storytelling in VR, fingerhints could further
enhance the kinesthetic reading experience by delivering a
more realistic perception of the story action and/or objects
constituting the action with which the user interacts in the
virtual environment. In such a scenario, intelligent adaptation
would involve appropriate management of notifications orig-
inating from the real world, e.g., a missed phone call, to a
user immersed in a virtual environment. Such an experience,
positioned in-between worlds, can be characterized with the
formalism of augmented journeys [33] and necessitates design
on a dedicated UX layer, “switch,” with distinctive character-
istics. On that layer, transition design between worlds specifies
the kinds of journeys possible in the notification delivery
space. Such explorations represent interesting future work at
the intersection of body augmentation, artificial intelligence,
extended reality, and wearable computing.

VII. CONCLUSION

We reported evaluation results of a finger-augmentation
device designed for kinesthetic feedback at the index-finger
level, which we obtained in the wild, outside the laboratory,
by involving a heterogeneous group of potential end users.

The unconventional form factor of our device, its unusual
and distinctive behavior, and the novel feedback modality
employed to deliver information through one’s body attracted a
large audience. We were able to confirm findings about the UX
of kinesthetic feedback, previously obtained in the controlled
setting of a research laboratory, from casual first encounters
with kinesthetic notification delivery technology. This result
can lead to many future work opportunities for interactive
wearables implementing kinesthetic feedback. Notably, by
leveraging intelligent adaptation using machine learning mod-
els trained on motion data to infer user activity, kinesthetic
notifications could be highly personalized. The notifications
would match the user’s context, in either physical, virtual,
mixed, or extended reality, with patterns and intensity levels
aligning with the inferred user’s interruptibility level. Such
an approach would lead to highly tailored, context-aware
experiences in receiving notifications through the body and,
thus, intelligently engaging the body with digital experiences.
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