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Figure 1: An overview of the “Al as modality” vision (c-f), where various AI embodiments deliver distinctive modalities from
those of humans toward new forms of multimodal interaction, in contrast to the prevailing paradigm of “Al as tool” (a,b), where
the Al merely supports human modalities. From top to bottom and left to right: (a) a smart environment detects users’ presence
or gestures to turn on the lights; (b) sensing eye gaze fixation in the direction of the smartwatch dismisses a notification;
(c) a semi-autonomous mirror reflection of the user showcases various body poses during shopping; (d) a semi-autonomous
arm-augmentation device detects the user’s arm movements and performs fine adjustments to assist with power or precision
grips; (e) a fully autonomous shadow, projected next to the user, provides a complementary modality for multimodal interaction
in a smart environment assisted by a digital self; (f) a fully autonomous exoskeleton picks up objects in the user’s proximity,
independent of the user’s will and actions, offering a complementary modality of a distinct dexterity than that of the human.
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Al techniques have always been central to multimodal interaction,
being leveraged for sensing user intention, action, and emotion and
for generating adaptive feedback. In this process, Al has played
the role of enabling technology toward making interactions with
computer systems and computerized environments more efficient,
accessible, and natural through the prism of multimodality. In this
work, we argue that Al can play yet another key role in multimodal
interaction by implementing distinctive modalities complementing
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those accessible by humans on their own. The result is multimodal
interaction through human-Al integration, where multimodality
is distributed across users and Al embodiments of various form
factors, from robotic assistants to smart wearables to ambient de-
vices. The new concept of “Al as modality,” both contrasting and
complementing the established “Al as tool,” is particularly relevant
for recent interaction paradigms involving human-computer in-
tegration and human augmentation. In this paper, we outline the
vision of leveraging Al for delivering distinctive modalities toward
the next generation of multimodal interactive experiences.
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1 Introduction

Over the last decades, Artificial Intelligence (AI) has become key to
shaping our interactions with computer systems and environments
of various kinds, from personal assistants [7] to robotic systems [32]
to smart objects [2] and computerized environments [5] featuring
adaptive interactions, context awareness, and behavior reflective
of ambient intelligence [23]. The recent advances in generative Al
techniques [15] have led to increased opportunities in interactive
computer systems, ranging from sensible conversations delivered
through large language models [30] to deep learning (DL)-powered
generation of photorealistic visual content [39].

In the field of multimodal interaction, Al techniques have al-
ways been key to securing research advances, being leveraged for
sensing natural user input, such as whole-body movements [1],
gestures [37], voice [18], and eye gaze [28], for the fusion of het-
erogeneous signals [17], and for delivering effective feedback, e.g.,
by fission of audio and haptics [14]. From the early beginnings of
ICMI, machine learning (ML) techniques have been recognized as
a core component to drive developments in multimodal interaction.
For example, the MLMI! workshop, which debuted [4] only a few
years after ICMI, made the connection between ML and multimodal
interaction explicit, and ICMI and MLMI were organized conjointly
in 2009 [11] only to fuse two years later [8]. Many other examples
abound. For instance, in his 2014 review of multimodal interaction,
Turk [33] noted that “Fundamental improvements based on ma-
chine learning techniques are necessary for improved performance,
personalization, and adaptability” (p. 193). A couple of years later,
as part of the keynote speech at ICMI "20, Louis-Philippe Morency
revisited multimodal research through the prism of multimodal ML,
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highlighting how “a broad and impactful body of research emerged
in artificial intelligence under the umbrella of multimodal, charac-
terized by multiple modalities” [19, p.1]. Beyond ML being core to
multimodal interaction research and practice, the most recent call
for papers of the ICMI ’24 conference explicitly centers on Al as
a key component of designing multimodal interactions: “ICMI is
the premier international forum that brings together multimodal
artificial intelligence (AI) and social interaction research.”?

In this dynamic context of Al intertwining social interaction re-
search, the current perspective on the use of Al, mostly ML/DL, in
the ICMI community has primarily been that of enabling technology
that accommodates and supports human modalities. While this per-
spective has worked well for many application areas of multimodal
interaction, it falls short for emerging areas of computing involv-
ing new environments and technology for human augmentation.
For example, the human-computer integration paradigm [13,20,38],
emphasizing symbiosis and fusion between humans and computer
systems, raises new questions about control and agency where in-
tegration complements interaction, providing distinctive nuances
to what is to be human: “In designing the future of computing,
it is no longer sufficient to think only in terms of the interaction
between users and devices. We must also tackle the challenges and
opportunities of integration between users and devices” [20, p. 1].

Contrary to the established perspective of “Al as tool” for ac-
commodating and supporting human modalities, our goal in this
paper is to put forth the vision of “Al as modality,” where Al embod-
iments generate new modalities, complementary to those accessible
by users on their own, toward new forms of multimodal interac-
tion distributed across humans and Al alike. This includes semi-
autonomous and fully autonomous Al embodiments that, from the
vantage point offered by human augmentation, feature new modal-
ities through, e.g., a sixth finger [27], an extra pair of arms [40], a
video-projected body limb [34], and so forth; see Figure 1 for our
proposal of a structured space of “Al as modality” involving the
level of AT autonomy and the spatial relationship between the user’s
body and the Al embodiment. For example, an arm-augmentation
device (Figure 1d) can implement semi-autonomous behavior for
following the user’s movements and enable powerful grasps and
precise grips. In doing so, the device offers a distinctive modality
that complements the user’s movements with enhanced force and
dexterity. A fully autonomous shadow projected next to the user’s
body (Figure 1le) can stretch and elongate in the environment, af-
fecting overlaid digital devices, e.g., turn devices on/off. Due to its
autonomous behavior, the shadow offers an additional modality
that enhances the user’s presence, proximity, and movement in
that environment. These examples surface nuances of multimodal
interaction through Al embodiments, not easy to conceptualize or
address within the mainstream paradigm of “Al as tool,” where Al
systems merely support human modalities (Figures 1a and 1c).

In this context, our paper advocates for revisiting the commonly
accepted notion of modality by proposing the new paradigm of “Al
as modality” toward new opportunities for multimodal interaction
distributed across humans and embodied Al systems. We believe
that revisiting multimodal interaction in the context of human-
computer integration for human augmentation by exploring novel
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types of modalities generated by Al embodying various form factors
represents an exciting road toward a new generation of multimodal
interaction design. In this paper, we describe this vision, present
accompanying examples, and outline a roadmap for the future.

2 Modality in Human-Computer Integration
and Human Augmentation

Multimodal interaction techniques enable users to employ various
modes to interact with computer systems and, at large, within the
inhabited computer-supported environment. Such interactions are
mediated by multimodal Uls that, according to Turk [33], “seek to
leverage natural human capabilities to communicate via speech,
gesture, touch, facial expression, and other modalities, bringing
more sophisticated pattern recognition and classification methods
to human-computer interaction” (p. 189). According to this perspec-
tive, there are two objectives of multimodal interfaces, following
Dumans et al. [12]. First, multimodal interfaces both support and
accommodate users’ perceptual and communicative capabilities.
Second, they integrate computational skills of computers in the real
world by offering more natural ways of interaction to humans.

In this context, multimodal interaction has focused on what is
human and supporting existing human modalities. However, this
established paradigm represents merely a historical consequence
of how “modality” and “multimodal interaction” have been defined
and understood in the community. For instance, in their work on
multimodal integration, Blattner and Glinert [6] considered modal-
ity according to two orthogonal measures: input vs. output and
human vs. computer: “Human input modalities refer primarily to
our sensory abilities, whereas computer output modalities refer to
information encodings and the nature of our interaction with them”
(p- 14). Many other researchers have explicitly considered modality
in relation to human modalities only. In his overview of challenges
and perspectives in multimodal interfaces, Sebe [29] considered by
modality “a mode of communication according to human senses
and computer input devices activated by humans or measuring
human qualities” (p. 24), emphasis ours. For technical surveys of
multimodal interaction, we refer readers to Turk [33], Jaimes and
Sebe [16], Dumas et al. [12], Oviatt [24], and Oviatt et al. [25] for
complementary perspectives. However, is the mainstream paradigm
of “Al as tool,” where Al primarily supports and accommodates hu-
man modalities, still suitable for emerging application areas and
contexts involving human-computer integration [13,20]? We chal-
lenge this status quo and propose that the future of multimodal
interaction can transcend these limitations by radically redefin-
ing multimodal interaction through the integration of modalities
delivered by Al embodiments, namely “Al as modality.”

To move beyond the established paradigm, the concept of modal-
ity must be broader. To this end, we seek support in the perspectives
of modality as information [22] and modality as experience [3], re-
spectively. Even if these perspectives were introduced with humans
at the center, e.g., “multiple sensing modalities give us a wealth of
information to support interaction with the world and with one
another” [33, p. 189], they provide a starting point for expanding
beyond human senses, qualities, and evolutionarily acquired modes
of communication and action. Since interaction always involves
exchange of information, we employ a definition of modality from
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Nigay and Coutaz [22] as “the type of communication channel
used to convey or acquire information” (p. 172). Furthermore, since
interaction always generates a form of experience, we also em-
ploy a complementary definition, from Baltrusaitis, Ahuja, and
Morency [3], that looks at modality as “the way in which some-
thing happens or is experienced” (p. 423). These definitions are
sufficiently broad to extend beyond human perception and action,
and we adopt them in this work. Next, we present our vision of
“Al as modality,” where multimodal interactions are designed to
distribute across humans and Al embodiments.

3 Toward New Forms of Multimodal Interaction
with AI-Embodied Modalities

Our discussion so far has highlighted that extending the seman-
tic scope of modality across both humans and Al embodiments is
needed to match technology advances in human-computer integra-
tion. In this section, we show how this extension can lead to new
forms of multimodal interactions and advance multimodal interface
design. Figure 1 provides a visual illustration of the “Al as modality”
vs. “Al as tool” paradigms, structured along two dimensions:

(1) The autonomy level of the AI embodiment: full teleoperation,
shared autonomy, and full autonomy. In full teleoperation,
the human performs the interaction and the Al provides sup-
port for human modalities. In the shared and full autonomy
categories, the human and Al join modalities.

(2) The spatial relationship between the human and the Al em-
bodiment: remote in the environment or on the body. In the
remote category, the distribution of modalities takes place
over a clearly discernible distance that separates the user and
the Al embodiment, contouring the two as distinct entities
that join modalities. In the on-body category, the distribu-
tion of modalities takes place at the scale of and across the
human body, contouring the user and the Al as two closely
tied entities engaged in multimodal interaction.

Although other dimensions may also be useful to characterize prac-
tical opportunities enabled by Al as modality, such as interaction
scale [20], we focus on just these two for the distinctive vantage
points they bring to our discussion, i.e., human-environment in-
teraction, where the Al is embodied within the environment, and
on-body interaction, where the Al embodies a wearable form factor
and, possibly, integrates within one’s body image.

We start our discussion with Figures 1a and 1b that depict use
cases where the Al system supports interactions performed exclu-
sively through human modalities, i.e., “Al as tool” For example,
the remote full teleoperation category subsumes systems within the
environment, external to the user, that integrate some form of Al to
sense, react, and assist the user within that environment. Common
examples include natural interaction, where specific input modali-
ties are used to implement remote control, such as proximity or a
gesture flick to turn on the lights, as depicted in Figure 1a. The role
of the Al system in this case is that of supporting technology for rec-
ognizing user action and providing a proper response. Similarly, the
on-body full teleoperation category subsumes systems designed to
be worn, which integrate a form of AI. Common examples include
smart wearables, such as a smartwatch that dismisses a notification
upon eye gaze fixation, as illustrated in Figure 1b. Just like in the
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Figure 2: Examples of multimodal interaction distributed
across humans and AI embodiments in scenarios of human-
computer integration involving technology for the environ-
ment (left) and the body (right). On the left, a virtual hand
projected within the environment enables bimanual interac-
tion across the physical and the virtual. On the right, a finger-
augmentation device puts the finger into specific poses to
deliver information through kinesthesia. In both cases, mul-
timodal interaction emerges through the AI embodiment.

previous category, the role of the Al system is to accommodate and
support, as enabling technology, existing human modalities.
Reconceptualizing multimodal interaction by incorporating modal-
ities delivered through AI embodiments becomes relevant when AI
systems, designed for human augmentation, expose semi-autonomous
or fully autonomous behavior, as depicted in Figures 1c to 1f. Var-
ious combinations across the two dimensions of our framework
give rise to novel forms of multimodal interaction, as follows.
Multimodal interaction in human augmentation through
Al embodied within the environment. In this category, Al sys-
tems within the environment provide modalities that complement
the user’s own toward achieving a task through multimodal interac-
tion distributed across the human and the Al For example, a video
projection of the user’s silhouette can stand as a new modality to
reach within the environment beyond the physical limitations of
one’s body and engage in new interactions. The “Shadow Reaching”
interaction technique of Shoemaker et al. [31] was designed to fa-
cilitate manipulation of digital content on wall displays over large
distances by making use of a perspective projection applied to a
shadow representation of the user. While in the original technique
the shadow is fully controlled by the user, it is easy to imagine a
semi-autonomous Al driving the shadow representation that would
feature proactive behavior to best assist the user, such as shadow
elongation toward specific targets taking the form of feedforward
that is aligned to the environment’s characteristics [21]. Beyond
shared autonomy, a fully autonomous AI embodiment would ex-
pose independent behavior from the user and, thus, determine a
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different user experience. For example, Vatavu [34] played with the
concept of hybrid bodies where a virtual arm was video-projected
onto a tabletop and aligned with the user’s physical body. The
virtual hand plays movements that are independent of those per-
formed by the physical hand, resulting in bimanual interactions
that require two actors, the user and the AI embodiment. For ex-
ample, the physical hand would hold a pen and the virtual hand a
digital piece of paper, enabling interactions that take place across
the boundary of the physical and virtual worlds and across humans
and Al embodiments, respectively; see Figure 2, left. In these exam-
ples, multimodality surfaces from human augmentation delivered
through elements of the environment, external to the user’s body.

Multimodal interaction in human augmentation through
Al embodiments close to the body. In this category, the Al sys-
tem is integrated into a form factor that is in a close relation to
the user’s body, from where it provides the extra modality. For
example, the sixth finger prototype of Prattichizzo et al. [27] was
designed to enhance physical objects manipulation and enlarge the
workspace of humans through increased hand dexterity. The sixth
finger device is driven through an object-based mapping algorithm
by sensing the hand’s movements. The result is grasping abilities of
objects larger than possible to grasp with the five fingers alone. An-
other example is JIZAI ARMS [40], a supernumerary robotic limb
system consisting of detachable arms, designed to enable social
interaction between multiple wearers, such as an exchange of arms,
and explore possible interactions in a cyborg society. Lastly, Finger-
hints [9] is a finger-augmentation device designed for kinesthetic
feedback, which operates by placing the finger into a state of hyper-
extension, trading off user agency for information delivery through
the user’s body; see Figure 2, right. The processes implemented by
these devices are forms of multimodal interaction, where the extra
modality is provided through AI embodiment.

4 Next Steps for Al as Modality

As technological advances in human-computer integration and aug-
mentation continue, there is a need for a roadmap to achieve the
vision of “Al as modality” within the ICMI community. We envision
several stages in this regard. First, understanding how multimodal
interaction encompasses modalities originating from both humans
and Al embodiments is crucial. This may need revisiting estab-
lished models of multimodal interaction, such as CASE [22] and
CARE [10], by integrating aspects related to Al embodiment, auton-
omy, user agency, and so forth. Second, new conceptual frameworks
are needed for multimodal interaction in human-computer inte-
gration, including frameworks that capitalize on human abilities
mediated by computer technology [35], paradigms that incorporate
multimodal interaction featuring natural vs. non-natural modali-
ties [36], and philosophical and cultural frameworks for examining
physical-digital environments designed to amplify, augment, medi-
ate, and extend human sensorimotor abilities and intelligence [26].
Third, new opportunities arise in designing multimodal interaction
across humans and Al embodiments for various application areas
and contexts of use, including understanding the user experience of
such novel interactions. These directions promise an exciting jour-
ney for the ICMI community in redefining multimodal interaction
toward the next generation of multimodal interactive experiences.
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