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Abstract

The performance of users with motor impairments with
stroke gesture input on touchscreens has been little
examined so far, despite the wide prevalence of mobile
devices and the benefits they bring to increase users’
quality of life. In this work, we present the first empiri-
cal results on this subject matter from 915 gestures
collected from 10 participants with motor impairments
(spastic tetraplegia and tetraparesis) and 10 partici-
pants without known impairments. We report that dif-
ferent motor abilities lead to different performance in
terms of gesture production time. We also show that
the production times of gestures articulated by users
with motor impairments can be accurately predicted
with an absolute error of just 150 ms and a relative
error of only 3.7% with respect to actual times (user-
independent tests), a result that will enable designers
to estimate human performance a priori when prototyp-
ing gesture UIs for users with motor impairments.
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Figure 1: Snapshots cap-
tured during our gesture
collection experiment show-
ing a participant with motor
impairments (top) and
without known impairments
(bottom) performing stroke
gestures on a mobile
touchscreen device.

Introduction

Input on smart mobile devices, such as smartphones,
tablets, and smartwatches, is mostly constrained to
touchscreen input, which requires precise motor coor-
dination of the hand, wrist, and fingers to touch targets
effectively [5,8] and articulate stroke gestures accu-
rately [23,24]. Various user categories, such as chil-
dren [27], elderly [7], or people with visual [11,26] or
motor impairments [16,22] exhibit different perfor-
mance with touch input and, consequently, adaptive
design of touch interfaces is in order to accommodate
varying abilities as well as their interplay [28].

For users with motor impairments, these abilities are
affected by neuromotor conditions that may cause
tremors, tiredness and muscle fatigue, numbness, or
even pain during arm and hand movements. This leads
to decreased performance for acquiring touch targets
compared to users without impairments [4,16]. Moreo-
ver, this performance can only be attained by adopting
coping strategies [1,16,22], such as using the knuckle
of the little finger for input (see Figure 1, top), wearing
hand straps, or keeping the fingers on the edge of the
device to prevent spurious touches [4].

Stroke gesture input requires the ability to slide the
fingers on the touch-sensitive surface following a spe-
cific geometrical path under the constraints of articula-
tion accuracy [23,24], so that unistroke [31], multi-
stroke [29], and multitouch [14] gesture recognizers
would be able to interpret those touch paths correctly.
However, investigations on gesture input for users with
motor impairments have been neglected in the com-
munity until very recently [22], despite the attractive
attributes of stroke gestures to execute commands effi-
ciently [2,21,32]. In this work, we focus on the perfor-
mance of users with motor impairments with gesture
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input on mobile devices, which we characterize in terms
of production times and predict using the sigma log-
normal model of the Kinematic Theory [12,13,18,19].

We are interested in predicting human performance so
that practitioners would be able to inform gesture set
design without recurring to actual experiments, at least
in the first phases of their prototypes. We are specifi-
cally interested in production time as a key metric of
human performance [2,32] that is strongly connected
to users’ perceptions of gesture difficulty [20,25].

Our contributions are as follows:

1. We provide the first analysis of the stroke gesture
input performance of users with upper body motor
impairments on mobile touchscreen devices by re-
porting empirical results on their gesture production
times, which we contrast to the performance
achieved by users without motor impairments.

2. We compute time predictions for gestures produced
by users with motor impairments by using the Kin-
ematic Theory to model stroke gesture input with
log-normal velocity profiles of the finger touching
the screen [9-11]. Specifically, we rely on the recent
KeyTime and GATO techniques [12,13] to compute
accurate time predictions for both unistroke [12]
and multistroke [13] gestures, for which we report
an average absolute error of just 150 ms and a rela-
tive error of only 3.7% from actual times.

Our work reveals aspects of stroke gesture input per-
formance on touchscreens untapped so far for users
with motor impairments. We hope that our empirical
results will encourage further investigations in the
community towards designing assistive techniques to
enable effective input on touchscreen devices for users
with all motor abilities.
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Figure 2: Stroke gestures collected
from participant P14 (without any
known motor impairments). From
left to right, in order, a total of 45
gesture articulations: the “energy”
and “Euro” symbols, “heart”, letter

“pi”, and letter “X.”

See Figure 3, on the next page, for
visual illustrations of the same ges-
ture types produced by a partici-
pant with motor impairments.

Related Work

Prior work examined the performance of people with
motor impairments with various input devices and
techniques [4,15,16], and reported on the accessibility
challenges for touch input [1,17]. For instance, Anthony
et al. [1] analyzed user-generated YouTube videos to
understand how people with motor impairments employ
touchscreens, and reported on their interaction styles,
the use of direct and indirect input, body postures, and
physical device adaptations. Regarding accessibility
techniques, Mott et al. [16] found that people with mo-
tor impairments touch, on average, at about 10 cm
from the intended target, and proposed “Smart Touch,”
a technique to increase their touch input accuracy.

To our knowledge, only one work has examined stroke
gesture input for users with motor impairments: Un-
gurean et al. [22] were interested in the reliability of
the Kinematic Theory [18,19] to accurately model ges-
tures articulated by users with motor impairments.
Their results revealed that people with motor impair-
ments produce stroke gestures on touchscreens that
meet the motor performance criteria set by the Kine-
matic Theory and, thus, recommended further investi-
gations in this direction. In this paper, we follow up on
the work of Ungurean et al. [22] to understand the
practical differences in stroke gesture time performance
between users with and without motor impairments.

Early prediction techniques for the production time of
unistroke gestures were introduced by Isokoski [6] and
Cao and Zhai [3]. Recently, those techniques were su-
perseded in accuracy by the KeyTime [12] and GATO
(Gesture Articulation Time predictOr) [13] approaches.
While KeyTime [12] computes time predictions for
unistrokes, GATO [13] is a generic approach that covers
multistroke and multitouch gestures alike. In this work,
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we rely on GATO [13] to understand the feasibility of
estimating the expected production time of gestures
produced by users with motor impairments.

Experiment

Twenty (20) participants entered stroke gestures on a
7-inch tablet running Android and our custom software
application. Ten participants (M=34.6, SD=9.8 years,
one female) had various types of motor impairments;
see Table 1. The other 10 participants (M=22.8,
SD=4.5, 4 female) had no known impairments.

No Age, Gender Condition

Py 37 yrs., M Spastic tetraplegia (SCI - C6)
P, 37 yrs., M Spastic tetraplegia (SCI - C6)
P3 53 yrs., M Spastic tetraplegia (SCI - C7)
P4 34 yrs., M Spastic tetraplegia (SCI - C5)
Ps 28 yrs., M Spastic tetraplegia (SCI - C6)
Pe 44 yrs., M Spastic tetraplegia (SCI - C6)
P 34 yrs., M Spastic tetraparesis (CP)

Pg 22 yrs., F Spastic tetraparesis (CP)

Pgy 21 yrs., M Spastic tetraparesis

Pio 32 yrs., M Spastic tetraparesis

Table 1: Demographic details for our 10 participants with tet-
raplegia and tetraparesis caused by spinal cord injury (SCI) at
vertebrae C5 to C7 and cerebral palsy (CP).

We considered five gesture types for our data collection
procedure (“heart”, letter “X”, Greek letter “Pi”, the
“Euro” and the “energy” symbols; see Figures 2 and 3)
that we chose for their diversity in terms of (i) number
of strokes (i.e., 1, 2, and 3), (ii) stroke types (straight
lines and curves), and (iii) geometric complexity (be-
tween 2 and 7, evaluated using Isokoski’s measure
[6]). Participants were asked to repeat each gesture
type for 10 times (gesture type was randomized across
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Figure 3: Stroke gestures collected
from participant Pg (spastic tetrapar-
esis caused by cerebral palsy). From

left to right, in order, 44 gesture
articulations: the “energy” symbol,
the “Euro” symbol, “heart”, letter

W

pi”, and letter “X.”

See Figure 2, on the previous page,
for visual illustrations of the same
gesture types produced by a partici-
pant without motor impairments.
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Figure 4: Production time boxplots for all participants. Note: P, to Py are participants with motor impairments; see Table 1.

participants). We instructed participants to produce
gestures at their normal speed with no restrictions in
terms of the number of strokes, stroke directions or the
fingers touching the screen. In total, we collected 915
gesture samples for a task completion rate of 91.5%.

Results

On average, participants with motor impairments
performed stroke gestures in 3.57 seconds (SE=1.25),
compared to 1.68 seconds (SE=0.18) for participants
without motor impairments, which were 2 times faster.
Since the distribution of production times for
participants with motor impairments was not normal
(Shapiro-Wilk's W=0.726, p=.002, skewness y;=1.032,
kurtosis f,=2.436) and heteroscedasticity was present
(Levene’s F(1,18)=22.975, p<.001), we employed the
Brunner-Munzel heteroscedastic analog of the
Wilcoxon-Mann-Whitney test, which showed a
marginally-significant effect of motor impairment on
gesture production times (W®%(17.227)=2.055, p=.055).
To find out more, we looked at the performance of each
participant individually (Figure 4), which highlighted
two distinct sub-groups: one sub-group (P1-Ps, P1o)

performed on par with participants without impairments
(P11-P20), while the second sub-group (P7-Ps) seemed to
have struggled considerably more. Looking at the video
footage of the experiment, we found that participants
of the first sub-group (tetraplegia caused by spinal cord
injury) employed the knuckle of the little finger (P1, P4)
or the middle finger (P3), the thumb (P, Ps), and even
the index finger with the help of a hand strap (Ps) as
gesture implementers, which resulted in fast
articulations controlled by shoulder-elbow movements.
Participants from the second sub-group (spastic
tetraparesis) experienced involuntary contractions of
the arm muscles, which affected their ability to produce
steady input. As a form of coping strategy with the
gesture input task, participants of the second sub-
group deliberately took more time to draw the
gestures.

Under these considerations, we re-ran our analysis with
a 3x5 mixed design with MOTOR-IMPAIRMENTS as the
between variable (3 groups) and GESTURE as the within
variable (5 conditions). To deal with the non-normality
and heteroscedasticity in the data, we employed a
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Without motor impairments (N=10 participants) With motor impairments (N=10 participants)
Predictor Ground  Predicted Absolute Relative p— Ground  Predicted Absolute Relative S
truth (s) (s) error (s) error truth (s) (s) error (s) error

+ o t4)=-3.96, + o t4)=1.49,
Mean 1.80 1.90 0.20 11.7% p=.017, r=1.00 3.98 3.83 0.15 3.7% p=.212, r=1.00

. + t4=0.39, + t4)=8.37,
Median 1.80 1.77 0.07 4.1% p=.717, r=.70 3.98 2.20 1.78 44.8% p=.001, r=0.90

O/ _tri + 0, t(4)=-1.18, t 0 t(4)=8.20,
20%-trimmed mean 1.80 1.83 0.13 7.6% p=.302, r=1.00 3.98 2.68 1.30 32.5% p=.001, r=1.00

DAV q + o t4y=-1.63, + ® t4=3.70,
20%-Winsorized mean 1.80 1.86 0.16 9.4% p=.179, r=1.00 3.98 3.55 0.43 10.7% p=.021, r=1.00

Table 2: Prediction accuracy results for gesture production times. The most accurate predictor is highlighted in bold. " The mean times reported in this table are slightly
different than those reported previously, because 35 gestures could not be reliably modeled as log-normal velocity profiles and, thus, had to be removed from this analysis.

robust method for comparing 20%-trimmed means for Predicting Production Times for Gestures
between-within designs; see Wilcox [30, p. 548]. Produced by Users with Motor Impairments
Results showed a significant main effect of MOTOR- Data collection from users with motor impairments is
IMPAIRMENTS (F(2,8.24y=20.293, p<.001) and GESTURE laborious, takes time, and missing data are likely to
type (F,8.600=20.424, p<.001) on production time. We occur, just like in our experiment. Such challenges
also found a significant interaction between the MoOTOR- hinder the repeated evaluation of UI prototypes or
IMPAIRMENTS group and GESTURE type (Fs,0.16)=4.302, simply collecting enough data to inform gesture set
p=.021): while the average production times of design, such as to devise gesture shortcuts that are
participants without impairments followed a descending fast [2,32] or that are perceived easy to produce
trend from “energy” to “Euro”, “heart,” and letters “pi” [20,25]. A lucrative alternative would be to use

and “X,” the production times of participants with predictive models of human performance to inform
motor impairments increased from letter “X” to design. In the following, we apply the principles and
“energy”, “Euro”, “heart,” and Greek letter “pi.” These tools of the Kinematic Theory [18,19] to model the
preliminary results show that different types of motor stroke gestures articulated by users with motor
impairments (and coping strategies) impact gesture impairments as log-normal velocity profiles of the
production differently, and distinct user sub-groups finger moving on the touchscreen. Then, we use the
may be identifiable based on their motor abilities to GATO technique [13] to compute time predictions for
produce stroke gestures. Our results recommend more the gestures collected in our dataset.

investigation on larger samples of participants. . .
9 9 P P P We followed the same evaluation approach as Leiva et

al. [12,13] to compute user-independent predictions of
gesture production times with the following four
predictors: (1) the mean production time (tum); (2) the
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Figure 6: Predicted time (tv)
versus actual production time for
each gesture type (the “energy”
symbol, the “Euro” symbol, heart,
Greek letter “pi”, and letter “X")
for participants with and without
motor impairments. The closest
the data points are to the diago-
nal, the more accurate the time

predictions are.

median (tman); (3) the 20%-trimmed mean (t.»0); and
(4) the 20%-Winsorized mean (tw). We refer to Leiva et
al. [12,13] for the mathematical formulae of these
predictors as well as for the details of the user-
independent evaluation methodology used to assess
their estimation accuracy.

Prediction results are illustrated in Figure 6: the closer
the data points to the diagonal, the more accurate the
predictions. We found that the mean production time
(tm) delivered the highest accuracy for participants with
motor impairments, with an absolute error of just
|3.98-3.83|=0.15 s and a relative error of only |3.98-
3.83|/3.98=3.7% with respect to actual times. A paired
t-test between predicted and actual times revealed no
significant differences between the two conditions; see
Table 2 on the previous page. These results show that
a priori user-independent estimation of human
performance is reliable for stroke gestures articulated
by people with motor impairments, which opens
opportunities for practitioners to inform gesture set
design, e.g., explorations towards identifying easy-to-
produce gesture types [20,25], from just a few samples
[12,13], without the need to dedicate considerable time
and effort to run large data collection procedures.

Conclusion

We evaluated the performance of stroke gesture input
for users with motor impairments, and we reported
production times that were twice as long compared to
users without impairments. We showed that predictions
of stroke gesture production times can be computed
accurately for gestures articulated by users with upper
body motor impairments to be used by practitioners in
the early design phases of their user interface
prototypes. Future work will expand on such practical
options to inform gesture set design [2,20,25]. Our
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empirical results also suggest that stroke gesture input
on mobile touchscreens devices may be viable for
people with motor impairments.
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